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The topology of wireless multihop networks can be controlled by means of

transmission power control, and this control can be performed with the objective of

adapting the network topology to the data flows established by the end users. By

adapting the network topology, the set of flow data rates that the network supports can

be increased, or, if the flow data rates are fixed, the end-to-end delays experienced by

the flows can be decreased. The research problem studied in this dissertation is the

design of topology-control algorithms that maximize the size of the set of supported flow

data rates.

The design of the algorithms is approached in three steps. In the first step, the

supported set of flow data rates is characterized mathematically for fixed network

topologies by means of a queueing-system stability analysis. Two main contributions

are achieved in this step. These are (1) a novel stability-analysis technique for

reservation-based distributed scheduling (RBDS) policies and (2) the greedy-maximal

RBDS (GM-RBDS) policy that outperforms, in terms of throughput, the current policies

available in the literature. In the second step, the mathematical characterization of

the set of flow data rates supported by GM-RBDS networks is used for the design of

a heuristic and centralized topology-control algorithm which outperforms the classic

approach based on spatial reuse. The third step consists of the design of distributed

topology-control algorithms that also use the mathematical characterization of the set
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of flow data rates. These algorithms are designed using game theory and compared

with the centralized topology control of the second step. The network scenarios in which

each of these two approaches (i.e., centralized and distributed) outperforms the other

are identified.

Finally, this dissertation also includes the design, implementation, and evaluation

of a simulation framework for Institute-of-Electrical-and-Electronics-Engineers (IEEE)

802.16 wireless mesh networks using optimized network engineering tools (OPNET).

The GM-RBDS policy and the topology-control algorithms are evaluated in this

framework. To the best of our knowledge, this is the first OPNET simulation framework

for this type of networks.
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CHAPTER 1
INTRODUCTION

1.1 Research Problem

The main problem to be solved is to control the topology of wireless multihop

networks (WMNs) in order to maximize the performance of end-to-end data flows

established on the networks. This performance is given in terms of the set of end-to-end

data-packet rates that the network supports while guaranteeing stability (i.e., the link

queues are positive recurrent). The topology is controlled by means of transmission-po-

wer control.

1.1.1 Assumptions

It is assumed that the node transmissions are omnidirectional. The interference

model is such that a packet reception is successful only if no other node that covers

the node receiving the packet transmits during the packet reception. Also, the following

parameters of the WMN are given.

• The paths of the end-to-end flows

• The link-scheduling policy

• The maximum transmission radius of the nodes

1.1.2 Technical Relevance

The philosophy behind the proposed research problem is to provide an independent

autonomous WMN capable of organizing and maintaining itself, and adapting and

integrating its topology with its environment by considering the clients’ data flows and

the available network resources. In this way, the WMN would provide final users with an

easy deployment of the network and less maintenance needs, and would also increase

the number of scenarios where the WMN can be used.

We propose the following guidelines for finding the solution of the topology-control

problem.
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• Autonomous formation and maintenance: It should be possible for final users
with very basic knowledge of WMNs to seamlessly deploy a WMN, and for
experienced engineers to achieve a good performance if the network is more
carefully designed.

• Resilience: The dependence on any centralized controller should be avoided for
the solution to be resilient. The WMN should not depend on a specific entity for its
correct operation. It should rely on the capabilities enabled in different nodes in a
distributed way.

1.1.3 Proposed Solution

The solution to the topology-control problem should consist of distributed algorithms,

which are more feasible for implementation due to their lower complexity when

compared with centralized algorithms.

In order to solve the topology-control problem, the following objectives have been

proposed.

1. To design distributed link-scheduling policies that are more throughput efficient
than the current policies available in the literature

2. To identify the dependence on the network topology of the performance of the
link-scheduling policies of Objective 1

3. To design distributed topology-control algorithms using the dependence of the
link-scheduling policies on the network topology

4. To develop a simulation framework that allows the evaluation of the link-scheduling
policies of Objective 1 and the topology-control algorithms

Objectives 1 to 3 provide the roadmap for reaching the solution to the topology-con-

trol problem, and Objective 4 provides the framework for the performance evaluation of

the solution.

The basic idea behind the topology-control approach of Objectives 1 to 3 is as

follows. The maximum data-packet rate that a given flow supports depends on the

throughput that each of the nodes along the flow’s path supports, and the maximum

data-packet rate that a node supports depends on its scheduling policy and the
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conflicts1 with surrounding nodes which also need to schedule packet transmissions.

Therefore, by means of transmission-power control, the nodes are able to reduce the

number of conflicts either by decreasing the interference (i.e., reducing transmission

power) and/or coordinating future packet-transmission times such that no conflicting

transmissions are performed simultaneously. In the latter approach, i.e., coordinating

future packet transmissions, the transmission power needs to be increased in some

cases in order to enable the nodes to listen to each other’s schedules.

The topology control lies on the stability region of the WMN. The maximum

throughput that nodes can support is characterized by the physical-link capacity and

the stability region of the link scheduling policy. This region is the set of input-packet

rates supported by the links of the network that guarantee that their queues are stable

(i.e., the link queues are positive recurrent). The physical-link capacity determines the

maximum length in bits of the packets. In the transmission-power control approach, the

network topology is modified such that the stability region is adapted to the given set of

flows. The goal of this adaptation is to maximize the highest input-packet rate supported

by the flows that guarantee stability.

1.2 Dissertation Organization

In Chapter 2, the mathematical framework for the analysis of reservation-based

distributed scheduling (RBDS) policies was developed. This framework consists

of a queuing-system model for the WMN. Using this model, the set of end-to-end

packet rates (i.e., the flow packet rates) that guarantee the stability of the network is

characterized mathematically. This is a novel stability-analysis technique that is an

adaptation of the classic stability analysis done for non-reservation-based scheduling

1 Scheduling conflicts arise between nodes when they attempt to transmit packets
simultaneously and the interference they cause on each other is high enough to cause
packet collisions.
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policies. Also, in Chapter 2, a new RBDS policy is proposed. This policy is called

greedy-maximal reservation-based distributed scheduling (GM-RBDS). It is shown that

the GM-RBDS policy outperforms, in terms of throughput, the policies currently available

in the literature. This result is achieved by means of the more scalable overhead of the

GM-RBDS policy when compared with the other policies. In Chapter 3, the relation

between the set of end-to-end packet rates supported by the GM-RBDS policy and

the topology of the network is characterized mathematically. Based on this relation,

a heuristic and centralized topology-control algorithm is proposed. This is a novel

topology-control approach that outperforms the classic approaches based on spatial

reuse and/or heuristics based on the hidden/exposed nodes. Our approach is able

to achieve higher levels of end-to-end packet rates that guarantee the stability of the

network. Chapter 4 consists of the design and evaluation of distributed topology-control

algorithms that adapt the stability region of the WMN to the paths of the flows in the

network. The algorithms are designed using a game-theoretical approach in which

the flows are players that collaborate to adapt the stabiliyt region. The algorithms are

evaluated by means of simulation. In Chapter 5, the simulation framework, used in all

previous chapters, is developed for Institute-of-Electrical-and-Electronics-Engineers

(IEEE) 802.16 WMNs using optimized network engineering tools (OPNET). To the best

of our knowledge, this is the first OPNET simulation model for this type of networks.

Finally, the results of the dissertation are summarized in Chapter 6.
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CHAPTER 2
RESERVATION-BASED DISTRIBUTED SCHEDULING (RBDS)

A major challenge in wireless networks is the ability to achieve maximum throughput

via link scheduling. Link scheduling refers to the selection of a subset of links for

simultaneous transmission that have the following characteristic: When the links

are activated simultaneously, the interference between them is low enough to allow

successful reception for every activated link. A scheduling policy specifies how to

determine the subset of links that fits this characteristic and calculates the subset of

links for each frame. A scheduling policy’s throughput performance is determined from

its efficiency ratio, which is defined as the fraction of the optimal capacity region in which

the policy guarantees the stability of the network, i.e., that guarantees that the links’

queues are all positive recurrent [69]. An optimal scheduling policy has an efficiency

ratio of unity. When the scheduling policy has an optimal efficiency ratio, the wireless

network is able to support the largest set of input rates, and so it achieves maximum

throughput.

The challenge in scheduling is that the policies are highly complex. The scheduling

problem in general is nondeterministic polynomial time (NP) hard [66]. Therefore,

the research literature has focused on policies with lower complexity that are more

amenable to implementation [49].

Most distributed scheduling policies that achieve provable ratios calculate, at the

onset of every frame, a subset of links that is allowed to transmit data in the immediately

following frame only. In this chapter, we propose a distributed scheduling policy that

selects links to transmit data in any future frames by means of frame reservations. Also,

we propose a new theoretical framework for the stability analysis for reservation-based

distributed scheduling (RBDS) policies. Since our framework considers reservations

of any future frames, the current policies correspond to a special case within our

framework, i.e., the case that links are allowed to reserve the next frame only.
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The rest of this chapter is organized as follows. The related work and the major

contributions are discussed in Section 2.1, followed by a description of our wireless

network model in Section 2.2. In Section 2.3, we create a framework to analyze the

stability of RBDS systems. To demonstrate its efficacy, we propose an RBDS policy,

which we call greedy maximal RBDS (GM-RBDS), for Institute-of-Electrical-and-E-

lectronics-Engineers (IEEE) 802.16 mesh networks and use the new framework

to evaluate the stability of this policy. In Section 2.4, we validate our theoretical

results with simulation results, and compare the capacity of the RBDS policy with

non-reservation-based techniques. Finally, a summary of the chapter is presented in

Section 2.5.

2.1 Related Work

The concept of optimal capacity region and a centralized scheduling policy with

efficiency ratio of unity were introduced in [69]. The centralized scheduling policy

attempts to solve a complex global optimization problem so that the entire network

is stable for the largest possible set of input rates. Stability is defined as the positive

recurrence of all of the link queues. Under the 1-hop interference model, the problem

is shown to correspond to a maximum weighted matching (MWM), where the weights

of the links are determined from the length of their queues. The solution to MWM

has complexity O(N3) [29, 59], where N is the number of nodes. Under the k-hop

interference model, the problem has been proven to be NP-Hard [66]. Therefore, the

optimal scheduling policy is not convenient for implementation due to its high complexity.

As a consequence, less complex scheduling policies that achieve only a fraction

of the optimal capacity region for general network topologies have been developed

[12, 14, 15, 17, 26, 35–37, 61, 63, 65, 66, 68, 83, 84], and their impact on higher layers

has been studied in [49].

Proposed suboptimal scheduling policies can be characterized by the techniques

they use for calculating the next schedule. The schedule calculation depends on the
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interference model assumed for the network and the links’ weights at the onset of every

frame. The scheduling can be based on centralized or distributed approaches. Thus,

our related work discussion considers these two separate categories (Unless otherwise

specified, the scheduling policies reviewed in this section consider 1-hop traffic only. See

Section 2.2 for the definition of 1-hop traffic).

2.1.1 Centralized Policies

In [68], a centralized scheduling approach known as pick-and-compare [65] that

achieves the optimal efficiency ratio is defined. The pick-and-compare scheduling policy

selects the optimal schedule at every frame with some probability greater than zero.

First, the scheduling algorithm randomly picks a new schedule such that the links can

satisfy the interference model constraints. Then, the newly picked schedule is compared

to the current schedule. If the picked schedule reduces the total weight of the network

(i.e., queue lengths) by more than the current schedule, then the picked schedule is

selected as the next schedule; otherwise the current schedule is used again. The

pick-and-compare policy requires the calculation and comparison of the updated total

weight for every frame. Therefore, the complexity of this technique grows linearly with

N, which makes it difficult to implement in networks with a high number of nodes or in

networks where nodes have low processing capabilities.

Greedy maximal scheduling (GMS) is a suboptimal, centralized scheduling policy.

In GMS, the links of the network are ordered according to their weights, where the link

with maximum weight is placed at the top of this globally ordered list. A valid schedule

is found by selecting links from the list from top to bottom that do not interfere with each

other. The complexity of GMS is O(L log(N)), where L is the number of links [60]. GMS

has efficiency ratio of 1
2

under the 1-hop interference model [49], and under the k-hop

interference model, GMS has efficiency ratio of 1, 1
6
, and 1

49
for tree, geometric, and

general network graphs respectively [37, 66].
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2.1.2 Distributed Policies

A distributed version of the pick-and-compare scheduling policy was proposed in

[61]. In this policy, a node is selected with some probability less than one to initiate

the calculation of a schedule for the links in its neighborhood. The new schedule is

selected for the next frame if the new schedule reduces the neighborhood’s weight

by more than the current schedule. The algorithm has constant complexity, so it does

not depend on the number of nodes of the network. It does depend, however, on the

diameter of the neighborhood. The efficiency ratio increases as the diameter of the

neighborhood increases. The algorithm assumes the 1-hop interference model, so it

can only be directly used on networks with physical layers such as frequency-hopping

code-division-multiple-access (FH-CDMA) that allow that assumption to be made.

Greedy scheduling (GS) policies [60] have been developed that achieve the same

efficiency ratio of GMS [17, 35, 65]. In the GS policies, nodes calculate locally the next

schedule based on the links that have the maximum local weights.

In [14, 15, 63, 65, 84], a maximal scheduling (MS) approach is described. In this

approach, maximum weight is not required to schedule a link. A link is eligible for the

next schedule as long as it has enough packets in the queue to transmit during the

entire duration of a frame. The efficiency ratio of MS scheduling policies is 1
κ
, where κ

is the maximum number of non-interfering links in the interference set of any link in the

network. MS policies have also been adapted to multi-hop flow scenarios in which a set

of flows with their respective rates and routes are given [14, 15, 63, 83, 84].

Lastly, distributed scheduling policies of complexity O(1) have been developed

in [26, 36, 50]. These are known as constant time (CT) scheduling policies [65]. The

CT approach differs from the MS approach in that when a link does not interfere with

the links in a schedule, it is selected with probability less than one. Therefore, in CT

scheduling policies, frames can be wasted with some probability greater than zero.

In [50], CT policies are proposed for the 1-hop and 2-hop interference models. The
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efficiency ratios of these policies were improved in [26, 36]. In [35], the improved

efficiency ratios are 1
2
− 1√

m
and 2

n̂

(
1
2
− 1√

m

)
for the 1-hop and 2-hop interference models

respectively, where n̂ is the maximum number of 1-hop neighboring links for any link of

the network.

2.1.3 Contributions

The major contributions of this chapter are:

1. An RBDS policy is proposed for the scheduling of IEEE 802.16 wireless mesh
networks to increase throughput.

2. To evaluate the new policy, a Markovian system model is developed for RBDS
policies that enables the stability analysis of these policies.

3. This stability analysis of RBDS policies is a more general framework. In previous
policies, the links compete for access to the next frame only. Since our approach
considers reservations for all future frames, the previous techniques correspond to
a special case within our framework.

4. The new RBDS policy is proposed and analyzed within the proposed framework.
Specifically, sufficient conditions on the data-packet arrival rates that guarantee
the stability of the network are found. From these conditions, the stability region
of the RBDS policy is described and a lower-bound for the policy’s efficiency ratio
is calculated. It is shown that this bound depends on two characteristics of the
network topology.

5. The results are validated through theoretical and simulation analysis, and
performance comparisons are made to existing policies.

In the next section, we introduce the proposed framework by describing the network

model.

2.2 Network Model

We consider a wireless network represented by the graph G = (N ,L), where N

and L are the sets of nodes and links respectively. The links are directional. The link

directed from node i to node j is denoted by (i , j). Also, it is assumed that if (i , j) ∈ L,

then (j , i) ∈ L. The interference set of (i , j) is denoted by I(i ,j). A transmission over (i , j)

is successful if and only if no other transmission occurs simultaneously over any of the
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links that belong to I(i ,j). If this interference constraint is not met, there is a collision, and

two links conflict with each other if they belong to each other’s interference set.

The sets of node i ’s 1-hop and 2-hop neighbors are denoted by S i1 and S i2

respectively. The 1-hop neighborhood and 2-hop neighborhood of node i are denoted by

S i≤1 and S i≤2 respectively. S i≤1 is the set of nodes formed by node i and node i ’s 1-hop

neighbors
(
i.e., S i≤1 , i ∪ S i1

)
. S i≤2 is the set of nodes formed by node i and node i ’s

1-hop and 2-hop neighbors
(
i.e., S i≤2 = i ∪ S i1 ∪ S i2

)
.

As in the IEEE 802.16 mesh mode standard [1], time is divided into frames, and

each frame is divided into a control-subframe and a data-subframe. Control-subframes

are divided into control-time-slots that are used for the exchange of scheduling packets,

and data-subframes are divided into data-time-slots that are used for the transmission

of data packets. This structure is shown in Figure 2-1. Frames, control-time-slots, and

data-time-slots are numbered independently starting from 0. Links can transmit only

one scheduling packet per control-time-slot and only one data packet per data-time-slot.

There are mcs and mds control-time-slots and data-time-slots per frame respectively.

Figure 2-1. Frame structure

In this chapter, to introduce the reservation-based approach, we consider the 1-hop

traffic model, as in [35–37, 61, 65, 66]. In future work, we will consider multi-hop traffic

models. In the 1-hop traffic model, all data flows consist of only one hop. Further, we

assume that there is only one flow per link. Therefore, data packets arrive at each

link according to a random arrival process and leave the network once they reach

their destination node which is one hop away from the source node. The random

arrival process for the flow at link (i , j) is denoted by A(i ,j)(k), where k is the current

data-time-slot, and it has mean arrival rate λ(i ,j). It is assumed that the arrival processes
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are independent and identically distributed (i.i.d.) sequences which are also independent

across links.

In traditional network models, the data packets that arrive to a link are stored in

one queue until they are transmitted. In our new reservation-based network model,

we propose that each link has two queues (Figure 2-2). The input-queue stores data

packets that arrive to the link and are waiting to be given a grant, which means they

are waiting to be granted a data-time-slot. The output-queue stores the data packets

that have received grants, i.e., have already been scheduled, and are waiting to be

transmitted. When a link receives a grant, some of its unscheduled data packets are

moved from its input-queue to its output-queue. The lengths of the input-queue and

output-queue of link (i , j) at control-time-slot m are denoted by Q(i ,j)i (m) and Q(i ,j)o (m)

respectively.

Figure 2-2. Data packet transmissions between nodes i and j

We define stability and the optimal capacity region of a wireless network as in

[49, 69]. The network is stable when the system of queues across the network is

positive recurrent [69]. The optimal capacity region, denoted by Λ, is the convex set

Co(R), where R is the set of all feasible schedules, and Co(R) is its convex hull1 . Λ is

optimal in the sense that, when [λ(i ,j)] is outside Λ, there is no scheduling policy that can

1 Note that Λ = Co(R) is true only for the traffic model considered in this chapter.
Please refer to [69, 84] for the multi-hop traffic scenario.
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stabilize the system. A feasible schedule is a binary vector of size |L| that specifies a

subset of links that can be activated simultaneously without conflicts.

Finally, we define the efficiency ratio of a scheduling policy as in [84]. The efficiency

ratio is the largest α ∈ (0, 1] such that the scheduling policy stabilizes the system if and

only if [λ(i ,j)] ∈ αΛ.

2.3 Reservation-Based Distributed Scheduling

In an RBDS wireless network, the nodes negotiate with their neighbors the

reservation of future data-time-slots for their links. This negotiation is based on a

three-way handshake that consists of a request, a grant, and a grant confirmation.

Requests, grants, and grant confirmations are transmitted in scheduling packets.

The nodes access the control-time-slots for transmitting scheduling packets using an

election algorithm. Therefore, in an RBDS wireless network, the nodes access the

wireless channel using two different algorithms: the election algorithm and the RBDS

algorithm, whose roles are to avoid collisions and waisted time slots in the control and

data subframes respectively.

In this chapter, we adopt the election algorithm of IEEE 802.16 mesh networks

with coordinated distributed scheduling [1]. Also, it is assumed that the RBDS wireless

network follows the 2-hop interference model, which is the model considered in the

IEEE 802.16 mesh mode standard [1]. In the IEEE-802.16 election algorithm, the nodes

in every 2-hop neighborhood take turns by competing between them to access the

control-time-slots and transmit scheduling packets. We model the operation of this

election algorithm as follows2 .

• In order to avoid scheduling-packet collisions, no more than one node is selected
in every S i≤2 at any control-time-slot.

2 The operation of the election algorithm for IEEE 802.16 mesh networks with
coordinated distributed scheduling is described in detail in [13] and [78].
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• The nodes in S i≤2, where i can be any node in N , are selected in cycles. We refer
to these cycles as scheduling cycles.

• Within a scheduling cycle, the nodes in S i≤2 are selected once and only once each.
The order in which they are selected is uniformly distributed among all the possible
orders of selection.

• The order that nodes in S i≤2 are selected is independent across scheduling cycles.

2.3.1 RBDS Policies

When nodes i and j exchange scheduling messages to schedule data packets

waiting to be transmitted on link (i , j), they follow a three-way handshake in order

to multicast the negotiated grant to all links in I(i ,j). The handshake consists of the

following steps3 .

1. Node i sends a request to node j for a certain number of data-time-slots along with
a set of data-time-slot numbers that are available for reservation at node i .

2. Node j sends a grant to node i for the requested number of data-time-slots
according to its set of data-time-slots available for reservation and those of node i .

3. Node i confirms the successful reception of the grant by echoing the grant in its
next scheduling-packet transmission.

The reservation of the data-time-slots takes place at steps 2 and 3. When node

j transmits its scheduling packet, j ’s 1-hop neighbors receive the grant and mark the

granted data-time-slots as unavailable. When node i confirms the grant, i ’s 1-hop

neighbors receive the grant and mark the granted data-time-slots as unavailable too.

Therefore, at the end of step 3, all links in I(i ,j) have made the granted data-time-slots

unavailable
(
i.e., the grant has been multicast to all links in I(i ,j)

)
.

The requests and grants transmitted by the nodes are defined as follows.

Definition 1. Request r (i ,j)m , (fs, fx, z), where (fs, fx, z) ∈ N3, is the request transmitted

by node i at control-time-slot m that requests for link (i , j) the data-time-slots of z

3 It is assumed that in this handshake node j grants node i ’s request and that the
data-packet-slot reservation is successful at both i and j .
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consecutive data-subframes starting at frame fs or any other frame after fs. Request r (i ,j)m

expires at the onset of frame fx.

Definition 2. Grant g(i ,j)m , (fs, fe), where (fs, fe) ∈ N2, is the grant transmitted by node j

at control-time-slot m that assigns to link (i , j) the data-time-slots of the series of frames

that starts and ends with frames fs and fe respectively. Grant g(i ,j)m expires at the end of

frame fe.

Definition 3. The length of grant g(i ,j)m , denoted by |g(i ,j)m |, is the number of data-subframes

assigned in the grant. Therefore,

|g(i ,j)m | , fe − fs + 1.

In order to implement RBDS policies, each node maintains two tables per link

that the node belongs to. These are the unavailable-data-time-slots table and the

requested-data-time-slots table. The tables are updated with the grants and requests

exchanged with the node’s 1-hop neighbors. An unavailable-data-time-slots table

contains the set of unexpired grants that interfere with the link that the table belongs to.

This set is denoted by T (i ,j)u (m) for link (i , j) and is given by Eq. 2–1, where
(
g
(x ,y)
m

)
fe

is the fe component of g(x ,y)m , and fm is the current frame number (i.e., the frame that

control-time-slot m belongs to). The requested-data-time-slots table contains the set

of unexpired requests made for the link the table belongs to. This set is denoted by

T (i ,j)r (m) for link (i , j) and is given by Eq. 2–2, where
(
r
(i ,j)
m

)
fx

is the fx component of

r
(i ,j)
m . T (i ,j)u (m) and T (i ,j)r (m) are functions of m given that the tables are updated with the

grants and requests transmitted at every control-time-slot.

T (i ,j)u (m) ,
{
g
(x ,y)
l :

(
g
(x ,y)
l

)
fe
≥ fm, (x , y) ∈ I(i ,j), l ≤ m

}
(2–1)

T (i ,j)r (m) ,
{
r
(i ,j)
l :

(
r
(i ,j)
l

)
fx
> fm, l ≤ m

}
(2–2)
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In RBDS policies, two grants overlap with each other if the frame ranges given by

their respective fs and fe frame numbers have one or more frame numbers in common.

2.3.2 Stability Analysis of RBDS Policies

2.3.2.1 RBDS Markovian system model

In an RBDS network, each link has an input-queue and an output-queue as defined

in Section 2.2. The length of an input-queue
(
i.e., Q(i ,j)i (m)

)
is defined as the number of

data packets in the queue. The length of an output-queue
(
i.e., Q(i ,j)o (m)

)
corresponds

to the number of data-subframes in the following frame range: from the current frame

to the last frame scheduled for the packets in the output-queue. Therefore, the length

of output-queues does not depend on the number of scheduled packets waiting to

be transmitted but on the schedules of such packets. The length of output-queues is

formally defined by Eq. 2–34 , where T (i ,j)g is the set of unexpired grants of link (i , j)
(
i.e.,

T (i ,j)g (m) ,
{
g
(i ,j)
l :

(
g
(i ,j)
l

)
fe
≥ fm, l ≤ m

})
.

Q(i ,j)o (m) ,
[
max

({
(g)fe : g ∈ T (i ,j)g (m)

})
− fm + 1

]+ (2–3)

A node transmits scheduling packets by accessing control-time-slots according

to the election algorithm. The next control-time-slot that node i is going to access is

determined by the election algorithm. This control-time-slot is denoted by M i(m). That

is, at control-time-slot m, the future control-time-slot that node i uses to transmit a

scheduling packet is control-time-slot M i(m).

Based on the previous definitions, RBDS wireless network G can be represented

as a Markovian system whose state SG is given by the lengths of the input and output

queues of all the links and the scheduling control-time-slots of all the nodes. That is,

SG ,
{
Q
(i ,j)
i (m),Q

(i ,j)
o (m),M

i(m) : (i , j) ∈ L, i ∈ N
}
. (2–4)

4 [·]+ is the positive-part operator.
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2.3.2.2 RBDS Markovian system state update

Given that SG is updated only during control-subframes (i.e., at control-time-slot m

as given by Eq. 2–4), the data packet arrival and departure processes for link (i , j) can

be modeled as shown in Figure 2-35 . There are data-packet arrivals and departures at

the first control-time-slot of every control-subframe only. These correspond to the total

number of arrivals and departures that occurred during the data-subframe previous to

the control-subframe. In Figure 2-3, for control-time-slot m, the last data-time-slot of

this data-subframe corresponds to km. The data-packet arrivals, which are denoted by

A′(i ,j)(m), correspond to the data packets that are input to Q(i ,j)i (i.e., data packets that

need to be scheduled). The data-packet departures correspond to the data packets

that are output from Q(i ,j)o . The number of these departures does not affect the length of

Q
(i ,j)
o according to Eq. 2–3. However, the data-subframe in which these departures occur

affects Q(i ,j)o . Q(i ,j)o is decreased by 1 data-subframe every time a data-subframe is over.

This decrease is denoted by D ′(m). A′(i ,j)(m) and D ′(m) are given as follows6 .

A′(i ,j)(m) ,


∑mds−1
l=0 A(i ,j)(km − l) m = multiple of mcs,

0 otherwise.
(2–5)

D ′(m) ,


1 m = multiple of mcs,

0 otherwise.
(2–6)

SG is also updated every time a grant is received by any of the links. When M j(m) =

m for some j in N , node j transmits a scheduling packet. The scheduling packet may

5 Note that in Figure 2-3, it is assumed that mcs = mds = 3.

6 Note that in Figure 2-3, A′(i ,j)(m) and D ′(m) are indicated only at the
control-time-slots in which they are different from zero.
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Figure 2-3. Link data packet arrival and departure processes

carry one or more grants for the node’s incoming links (k , j), where node k can be

any of node j ’s 1-hop neighbors. Each grant carries the schedules for a subset of

data packets waiting in their corresponding input-queue Q(k,j)i at node k . The grant

received by link (i , j) at control-time-slot m and denoted by G (i ,j)m is given by Eq. 2–7.

The condition k = i in Eq. 2–7 represents the fact that the grant transmitted by node

j
(
i.e., g(k,j)m

)
is directed to node i . Node j ’s grants can be directed to any of its 1-hop

neighbors.

G (i ,j)m ,


g
(k,j)
m if M j(m) = m and k = i ,

∅ otherwise.
(2–7)

Given A′(i ,j)(m), D ′(m), and G (i ,j)m , state SG is updated according to Eq. 2–8,

Eq. 2–9, and Eq. 2–10. Q(i ,j)i (m) is updated when there are data-packet arrivals(
i.e., A′(i ,j)(m) ̸= 0

)
or when packets are scheduled

(
i.e., G (i ,j)m ̸= ∅

)
. Q(i ,j)o (m)

is updated when there are data-packet departures
(
i.e., D ′(m) ̸= 0

)
or when

data-subframes are granted
(
G
(i ,j)
m ̸= ∅

)
. When node i transmits a scheduling packet

at control-time-slot M i(m) = m, the next control-time-slot (i.e., M i(m + 1)) used for

the next scheduling-packet transmission is ∆M im control-time-slots away. Given that

in the election algorithm (Section 2.3), the order that the nodes in S i≤2 are selected
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in every scheduling cycle is independent across scheduling cycles, ∆M jm is an i.i.d.

random sequence7 , i.e., P[∆M jm = n] = αn ∀ j ∈ N , where αn is some pmf such that

αn = 0 ∀ n ≤ 0.

Q
(i ,j)
i (m + 1) =

[
Q
(i ,j)
i (m) + A

′(i ,j)(m)−mds
∣∣G (i ,j)m

∣∣]+ (2–8)

Q(i ,j)o (m + 1) = max
([
Q(i ,j)o (m)−D ′(m)

]+
,
[(
G (i ,j)m

)
fe
− fm + 1

]+) (2–9)

M i(m + 1) =


M i(m) + ∆M im if m = M i(m),

M i(m) if m ̸= M i(m).
(2–10)

2.3.2.3 Scheduling in an RBDS wireless network

Let Q be the set of queues in the network
(
i.e.,

Q ,
{
Q
(i ,j)
i (m),Q

(i ,j)
o (m) : (i , j) ∈ L

})
. According to Eq. 2–8 and Eq. 2–9, the

updates of the queues in Q take place only when either of two events occur. These

events are the beginning of a control-subframe and the transmission of a scheduling

packet. According to Eq. 2–5 and Eq. 2–6, when a control-subframe starts (i.e.,

when m is multiple of mcs), the number of data-packet arrivals and departures is

different from zero. For the rest of the control-subframe, there are no arrivals nor

departures. Therefore, queues Q(i ,j)i and Q(i ,j)o are updated with data-packet arrivals

and departures respectively only at the first control-time-slot of every control-subframe.

When scheduling packets are transmitted
(
i.e., when M j(m) = m ∃ j ∈ N

)
, queues

Q
(i ,j)
i and Q(i ,j)o are updated at the nodes that received grants carried by the scheduling

7 Note that the sequence ∆M im is defined only for the control-time-slots when node i
transmits a scheduling-packet.
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packets. The update consists of scheduling data packets that are waiting in Q(i ,j)i and

moving those packets to Q(i ,j)o .

Let µ1 be the event that a control-subframe starts, and let µ2 be the event that at

least one scheduling packet is transmitted.

The updates that take place when a µ1-event occurs at control-time-slot m modify

the queues in Q as follows.

• A′(i ,j)(m) data packets are input to Q(i ,j)i .

• D ′(m) data-subframes are removed from Q(i ,j)o .

The updates that take place when a µ2-event occurs at control-time-slot m modify

the queues in Q as follows.

• mds
∣∣G (i ,j)m

∣∣ data packets are removed from Q(i ,j)i .

• Q
(i ,j)
o is increased with

(
G
(i ,j)
m

)
fe

according to Eq. 2–9.

An RBDS policy has control only over the µ2-type queue updates. The RBDS policy

is responsible for determining the grants that are transmitted in scheduling packets.

Specifically, the RBDS policy determines the grants for all node j ’s incoming links, where

j is any node in N , every time node j transmits a scheduling packet. Therefore, the

RBDS policy determines the number of packets that are moved from every Q(i ,j)i to its

corresponding Q(i ,j)o , where (i , j) is any of node j ’s incoming links.

2.3.2.4 Stability analysis of an RBDS wireless network

Definition 4. Wireless network G is stable if the queue process Q in SG is positive

recurrent.

In order to analyze the stability of network G under RBDS policies, a Markovian

system denoted by SG
s and derived from Eq. 2–4 and the update equations Eq. 2–8,

Eq. 2–9, and Eq. 2–10 is considered.
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SG
s is updated only when there are scheduling-packet transmissions (i.e., the

system’s state is updated only when a µ2 event occurs), which are scheduled by the

election algorithm used for accessing the control-time-slots according to Eq. 2–10.

The election algorithm and the RBDS policy determine how the system’s state

is updated. Specifically, the election algorithm determines the subset of nodes that

transmit scheduling packets at every µ2 event and the number of data-time-slots

between every two consecutive µ2 events. The RBDS policy determines the grants that

are carried by the scheduling packets.

In the following, the stability analysis of SG
s is performed in four steps. In the first

two steps, the system updates due to the election algorithm and RBDS policies are

characterized. The third step is an example that illustrates a system update. Finally, in

the fourth step, the sufficient conditions that guarantee stability are calculated.

SG
s update and the election algorithm. Two queues are defined for each node j in

N based on the queues of the node’s incoming links. These are the input-queue Q ji (n)

and the output-queue Q jo(n). Queue Q ji (n) represents the total number of packets that

are waiting at all of j ’s 1-hop neighbors’ input-queues to be scheduled for transmission

to node j (Eq. 2–11). Queue Q jo(n) represents the number of data-subframes in the

range of frames that starts at the current frame and ends at the latest frame granted by

node j (Eq. 2–12).

Q ji (n) ,
∑
i∈S j1

Q
(i ,j)
i (mn) (2–11)

Q jo(n) , max
i∈S j1

{
Q(i ,j)o (mn)

}
(2–12)

The subset of nodes selected by the election algorithm for the nth occurrence of

event µ2 is denoted by Nµ2(n) and is defined by Eq. 2–13, where mn is the control-time-slot

when the nth µ2 event occurs.
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Nµ2(n) ,
{
j : j ∈ N ,M j(mn) = mn

}
(2–13)

The election algorithm does not guarantee scheduling-packet transmissions at

every control-time-slot m. The index mn denotes only the control-time-slots in which

there is at least one scheduling-packet transmission in the network (i.e., the occurrence

of a µ2 event). Specifically, the nth time that at least one scheduling packet is transmitted

in the network takes place at control-time-slot mn.

The election algorithm calculates the series of subsets of nodes Nµ2(n) based on

the update equation given by Eq. 2–10. Each of the subsets in the series corresponds to

the nodes that transmit scheduling packets simultaneously at a certain control-time-slot.

Only the queues Q ji (n) and Q jo(n) of the nodes in Nµ2(n) are updated at control-time-slot

mn as follows: The input and output queues are decreased and increased respectively

by the grants carried in the transmitted packets. The input queues are increased by the

number of packets that arrived since the previous scheduling-packet transmissions. The

output queues are decreased by the number of data-subframes between the previous

and current scheduling-packet transmissions. In order to characterize this update

process, the following definitions are considered.

The number of data-packet arrivals to the input-queue of link (i , j) between node

j ’s nth and (n + 1)th scheduling-packet transmissions is denoted by A(i ,j)s (n) and is given

by Eq. 2–14. The data-packet arrival rate in this process is given by Eq. 2–158 , where

N jµ1(n) is the number of µ1 events between node j ’s nth and (n + 1)th scheduling-packet

transmissions9 .

8 The data-packet arrival rate λ(i ,j)s is derived in Appendix A. In this chapter, X stands
for the expected value of random variable X .

9 N jµ1(n) is determined by the number of control-time-slots between these
transmissions, and this number is equal to ∆M jm (Eq. 2–10).
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A
(i ,j)
s (n) ,

mn+1∑
m=mn+1−∆M jmn

A′(i ,j)(m) (2–14)

λ(i ,j)s , E
[
A(i ,j)s (n)

]
= N jµ1mdsλ

(i ,j) (2–15)

LetM be the set of grants carried by the scheduling packet transmitted by node j at

control-time-slot mn. The total number of data-subframes that link (i , j) is granted inM

is given by Eq. 2–16.

∣∣G (i ,j)(n)∣∣ , ∑
G
(i ,j)
mn ∈M

∣∣G (i ,j)mn

∣∣ (2–16)

The latest data-subframe that link (i , j) is granted inM is given by Eq. 2–17.

(
G (i ,j)(n)

)
fe
, max

({(
G (i ,j)mn

)
fe
: G (i ,j)mn

∈M
})

(2–17)

Definition 5. The state SG
s of RBDS wireless network G is given by

SG
s ,

{
Q ji (n),Q

j
o(n),M

j(mn) : j ∈ N
}

where SG
s is updated according to Eq. 2–18, Eq. 2–19, and Eq. 2–10.

Q ji (n + 1) =


[
Q ji (n) +

∑
i∈S j1
A
(i ,j)
s (n)−mds

∑
i∈S j1
|G (i ,j)(n)|

]+
j ∈ Nµ2(n),

Q ji (n) j /∈ Nµ2(n).

(2–18)

Q jo(n + 1) =


max

([
Q jo(n)− N jµ1(n)

]+
,
[
maxi∈S j1

{(
G (i ,j)(n)

)
fe

}
− fmn + 1

]+)
j ∈ Nµ2(n),

Q jo(n) j /∈ Nµ2(n).

(2–19)

SG
s update and the RBDS policy. According to Eq. 2–18 and Eq. 2–19, the

updates of the queues consider the grants carried by each of the transmitted scheduling
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packets. Each grant assigns a set of data-time-slots to one of the incoming links of

the node that transmitted the grant, and the incoming link schedules packets in its

input-queue at the granted data-time-slots. This scheduling causes those packets to be

moved from the link’s input-queue to the link’s output-queue.

The grants are calculated according to an RBDS policy. The task performed in

this calculation is illustrated in Figure 2-4. In Figure 2-4A, a wireless network
(
i.e., G =

(N ,L)
)

and one of its interfering sets
(
i.e., I(i ,j)

)
are shown10 . Given that transmissions

on any of the links in I(i ,j) interfere with transmissions on link (i , j), node j should

generate grants for link (i , j) that consider the unexpired grants of all other links in I(i ,j).

This is shown in Figure 2-4B. It is assumed that Figure 2-4B is a snapshot of all the

unexpired grants of links in I(i ,j) right after node j transmits a scheduling packet with

only one grant for link (i , j), which is denoted by g(i ,j). That is, Figure 2-4B shows the

data-subframes from the time of node j ’s scheduling-packet transmission until the last

granted data-subframe that interferes with link (i , j). The data-time-slots in each of these

frames are also included11 . Assuming that grants g l1, g l2, g l3, g l4 were transmitted by

some interfering links in I(i ,j) before node j ’s scheduling-packet transmission, node

j needs to select a set of available data-time-slots for grant g(i ,j) that have not been

included in any of the interfering grants. The selection made in Figure 2-4B shows

two events that nodes need to avoid in order to improve the efficiency ratio. These are

blanks and overlaps. Blanks correspond to data-time-slots which are available to a

link, and the link does not include them in any of its grants. Overlaps correspond to

data-time-slots which are unavailable to a link, and the link includes them in one or more

10 In Figure 2-4A, not all the links in G are shown. Only the links in I(i ,j) are included.
Within this set of links, link (i , j) is shown with a straight line, and all its interfering links
are shown with dashed lines.

11 It is assumed that there are 3 data-time-slots per data-subframe (i.e., mds = 3).
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of its grants. Blanks and overlaps turn into wasted data-time-slots and data-time-slots

with collisions respectively once they are the current data-time-slot in the RBDS wireless

network. Therefore, the task of a node is to select available data-time-slots for grants

so that the total number of blanks and overlaps is minimized across all the links in the

network.

A Interfering-link set I(i ,j) B Grants in the interfering link set I(i ,j)

Figure 2-4. Reservation-based distributed scheduling in the interfering-link set I(i ,j)

SG
s update example. The update process of Q jo(n) is illustrated in Figure 2-5. After

the nth scheduling-packet transmission of node j , Q jo(n) is as shown in Figure 2-5A. It

has a length of 11 data-subframes, in which grants g l1, g l2, g l3, g l4, and g(i ,j) have been

placed. It is assumed that at the nth scheduling-packet transmission of node j , node j

transmits a scheduling packet with one grant for link (i , j) only. It is also assumed that

grants g l5, g l6, g l7, and g l8 were transmitted by links in I(i ,j) at some control-time-slots

between node j ’s nth and (n+1)th scheduling-packet transmissions, and that these grants

and g(i ,j) were assigned data-time-slots according to Figure 2-5B. Given that node j

transmits a grant in its (n + 1)th scheduling-packet transmission too, the length of Q jo(n)

is updated. This update consists of a decrease and an increase of data-subframes,

which are explained next.
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A Q jo(n) B Transition from Q jo(n) to Q jo(n +
1)

C Q jo(n + 1)

Figure 2-5. Queue Q jo(n) update process

Sufficient conditions for the stability of SG
s . The decrease corresponds to

the number of data-subframes between node j ’s nth and (n + 1)th scheduling-packet

transmissions N jµ1(n) (Eq. 2–19). The queue-length decrease size N jµ1(n) is given by

Eq. 2–20. In Figure 2-5B, the size of N jµ1(n) is 7 data-subframes.

N jµ1(n) ,
mn+1∑

m=mn+1−∆M jmn

D ′(m) (2–20)

The queue-length increase corresponds to the total number of data-subframes

included in the grants, blanks, and overlaps that were scheduled between the nth

and (n + 1)th scheduling-packet transmissions. This set of data-subframes, which is

denoted by Hj(n), is shown in Figure 2-5B. The specific RBDS policy implemented on

the network is responsible for calculating the grants, blanks, and overlaps that Hj(n)

includes. Therefore, the number of frames covered by Hj(n), which is denoted by

|Hj(n)|, depends on the number of frames covered by the grants, blanks, and overlaps

determined by the RBDS policy. Given that the RBDS policy determines the number of

frames covered by the grants, blanks, and overlaps from the number of unscheduled
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packets (i.e., the input-queue lengths), |Hj(n)| depends on the input-queues and not on

the output queues12 .

Given Hj(n), the update of Q jo(n) defined in Eq. 2–19 can be expressed as in

Eq. 2–21.

Q jo(n + 1) =


[
Q jo(n) +

∣∣Hj(n)∣∣− N jµ1(n)]+ j ∈ Nµ2(n),

Q jo(n) j /∈ Nµ2(n).

(2–21)

Definition 6. An RBDS wireless network is stationary if the random processes

N jµ1(n), |H
j(n)|, |G (i ,j)(n)| are stationary for all j in N and all (i , j) in L.

Theorem 2.1. The output-queues in a stationary RBDS wireless network
(
i.e.,{

Q
(i ,j)
o (m) : (i , j) ∈ L

})
are stable if Eq. 2–22 holds, and the input-queues

(
i.e.,{

Q
(i ,j)
i (m) : (i , j) ∈ L

})
are stable if Eq. 2–23 holds. Therefore, an RBDS wireless

network is stable if both Eq. 2–22 and Eq. 2–23 hold.

max
j∈N

(
|Hj | − N jµ1

)
< 0 (2–22)

max
j∈N

N jµ1∑
i∈S j1

λ(i ,j) −
∑
i∈S j1

|G (i ,j)|

 < 0 (2–23)

See Appendix B for the proof of Theorem 2.113 .

Remark. Intuitively, conditions given by Eq. 2–22 and Eq. 2–23 guarantee stability

because they require that all the queues decrease their lengths at a rate lower than they

increase. That is, the conditions select the node whose difference between increase and

12 The independence of |Hj(n)| from the output-queues will be used in the proof of
Theorem 2.1 (Appendix B).

13 The proof of Theorem 2.1 is based on the proof for the stability of greedy scheduling
policies under 1-hop traffic presented in [84].
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decrease rates is the largest and makes sure that the increase rate is lower than the

decrease rate.

Within the framework for RBDS wireless networks presented in this section (i.e.,

2.3.2), different RBDS policies can be evaluated in terms of stability. In the following, we

propose the Greedy-Maximal-RBDS (GM-RBDS) policy and evaluate it.

2.3.3 Stability and Complexity Analysis of the Greedy Maximal RBDS (GM-RBDS)
Policy

The GM-RBDS policy is as follows. When any node i in N transmits a scheduling

packet,

• It grants the longest request among all the unexpired requests made by its
incoming links, and sets the grant’s fs component at the frame following the
interfering grant that expires the latest.

• For every of its outgoing links, it requests as many consecutive data-subframes as
unscheduled data packets cover entirely, sets every request’s fs component at the
frame following the interfering grant that expires the latest, and sets every request’s
fx component at the frame scheduled for its next scheduling-packet transmission.

And when any node i in N receives a scheduling packet, it checks whether there is

a grant in the packet and whether the grant is directed to one of its outgoing links. If that

is the case, it confirms the grant only if the grant does not overlap with any of the grants

in the link’s unavailable-data-time-slots table.

The GM-RBDS policy is greedy maximal in the sense that the requests that are

granted are the longest requests and each request corresponds to the maximum integer

number of data-subframes that are covered by a link’s unscheduled data packets
(
i.e.,

each request corresponds to
⌊Q(i ,j)i

mds

⌋
, where Q(i ,j)i is the number of unscheduled data

packets to be transmitted on link (i , j)
)
.

2.3.3.1 Complexity analysis

Let the complexity be defined in terms of the amount of control information that

is transmitted during a control-subframe (i.e., overhead). In the GM-RBDS policy,

whenever a node transmits in a control-time-slot, it sends at most 1 request per
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outgoing link, 1 grant, and 1 grant confirmation per outgoing link. Each grant and

grant-confirmation corresponds to a range of frames that is specified with two integers:

fs and fe (Definition 2). Each request corresponds to a range of frames and an expiration

frame (Definition 1) which is a total of three integers (i.e., fs, fx, and z). Therefore, in the

GM-RBDS policy, in the worst-case scenario, a node transmits at most 5∆ + 2 integers

per control-time-slot, where ∆ is the maximum node degree14 , so a total of mcs(5∆ + 2)

integers are transmitted during a control-subframe. Then, in WMNs with randomly

located nodes, the GM-RBDS policy has O(log |N |) complexity15 .

Remark. In the GM-RBDS policy, a node needs to know the unavailable-data-time-slot

table of the links that interfere with its incoming links in order to calculate the grants

it sends. This process is described in Sections 2.3.2.4 and 2.3.2.4. Note that the

mcs(5∆ + 2) integers are enough for specifying the unavailable-data-time-slots tables

the nodes need to know. This is true because the unavailable-data-time-slots tables are

implicitly specified by the end frames (i.e., fe) of grants and grant-confirmations. That is,

all the frames previous to those end frames have already been reserved because in the

GM-RBDS policy, the nodes grant the closest frames in time that are available.

The stability analysis is done as follows. The sufficient conditions for the stability

of the output-queues are found first in the next section (i.e., Section 2.3.3.2), then

the sufficient conditions for the stability of input-queues are found in Section 2.3.3.3,

and finally, the GM-RBDS stable region and efficiency ratio are calculated from the

conditions in Section 2.3.3.4.

14 The node degree is the number of bidirectional links connected to the node, where a
bidirectional link is the pair of outgoing and incoming links that connect to and from the
same 1-hop neighbor respectively.

15 The number of control-time-slots per frame (i.e., mcs) is a design parameter that is
independent of the number of nodes.
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2.3.3.2 Sufficient condition for the stability of output-queues

Given that ∆M jm is an i.i.d. random sequence (Section 2.3.2.2) and that the

GM-RBDS policy has no dynamic parameters, GM-RBDS wireless networks are

stationary. Therefore, the sufficient conditions for stability of GM-RBDS networks can be

found using Theorem 2.1.

Every time a node is selected at a certain control-time-slot by the election algorithm,

the node transmits a scheduling packet. The node writes only one grant for the longest

of all incoming links’ requests on the scheduling packet16 . The transmission of this

grant updates the output-queue of the node and the unavailable-data-time-slots tables

of its 1-hop neighbors. The output-queue of the node is increased by the length of the

grant. This is due to the fact that the grant’s fs component is set at the frame following

the interfering grant that expires the latest (GM-RBDS policy in Section 2.3.3.). The

unavailable-data-time-slots table of every 1-hop neighbor is updated by adding the grant

to it (Eq. 2–1).

For example, if the nodes in any path in G have all the same output-queue length

and transmit scheduling packets consecutively such that every node’s transmission

is followed by a 1-hop neighbor’s transmission, the output-queue of every node is

increased by the summation of all the previously transmitted grants. Also, if two paths

connect at some node, the output-queue of this node is updated with the maximum

summation of the two paths. This process is illustrated in Figure 2-6 for the case of three

paths with three nodes each and all connected at one of their ends (i.e., node 7). Node i

is the i th node selected by the election algorithm, and G i is the grant transmitted by node

i . Q io is the output-queue length of node i after the node has transmitted its scheduling

packet.

16 Only one grant is written on every scheduling packet due to the fact that only the
longest request is granted.
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Figure 2-6. Output-queue updates during one scheduling cycle in a 2-hop neighborhood

Therefore, given that the paths that can be established between the nodes in S i≤2

determine the grants that affect the output-queue length increase of node i , where

i can be any node in N , the stability of the output-queues of the nodes in N can be

guaranteed by considering the length of such paths.

The following definitions are used for characterizing the sufficient conditions that

guarantee the output-queues’ stability.

Let P i be the path of maximum length17 in the undirected graph induced by S i≤2

and that originates at node i . Pmax is the longest P i
(
i.e., Pmax , argmaxP i :i∈N |P i |

)
. Let

Nµ1 be the expected number of µ1 events between two consecutive scheduling-packet

transmissions of any node18 . Let nmax be the node with the highest output-queue

increase rate
(
i.e., nmax , argmaxi∈N

(
|Hi | − Nµ1

))
, and let Gmax , {Nmax,Lmax} be

the undirected graph induced by Snmax
≤2

(
i.e., Nmax , Snmax

≤2 and Lmax ,
{
(i , j) : i , j ∈

17 In the following, the length of path P is defined as the number of links in P and
denoted by |P|.

18 Note that, given the assumption that the order nodes in every 2-hop neighborhood
are selected in a scheduling cycle is uniformly distributed among all the possible
orders of selection (Section 2.3.1), the nodes have the same pmf for ∆M jm. Therefore,
the expected number of µ1 events between two consecutive scheduling-packet
transmissions is the same for all the nodes

(
i.e., N iµ1 = Nµ1 ∀ i ∈ N

)
.

41



Snmax
≤2 ; (i , j) ∈ L

})
. Gmax
m is the grant transmitted in Gmax such that |Gmax

m | = max
({
|G (i ,j)m | :

j ∈ Nmax; (i , j) ∈ L
})

.

Theorem 2.2. The output-queues in G
(
i.e.,

{
Q
(i ,j)
o (m) : (i , j) ∈ L

})
are stable under the

GM-RBDS policy if

|Gmax
m | < Nµ1

2|Pmax|+ 1
.

The proof of Theorem 2.2 is as follows. Let Tmax be some spanning tree of Gmax

rooted at nmax. Therefore, by definition, the height of Tmax is 2, and it has the structure

shown in Figure 2-7. Let the grants transmitted by the nodes in Nmax during some

scheduling cycle be denoted as shown in Figure 2-7. Grant G 0 is transmitted by the

node in Tmax whose height is 0 (i.e., nmax). Grants G 1, G 2, ..., G |S01 | are transmitted by the

nodes in S01 , which is the set of nodes whose height is 1 (i.e., S01 = S
nmax
1 ). Grants G i ,1,

G i ,2, ..., G i ,|S i1| are transmitted by the nodes in S i1, which is the set of nodes whose height

is 2 and are 1-hop neighbors of the i th node in S01 .

Figure 2-7. Gmax’s spanning tree Tmax

When adding one of the links in Gmax\Tmax to Tmax, a cycle is created. This cycle

can be of only one of the types shown in Figure 2-8A, Figure 2-8B, and Figure 2-8C. If

another link is added to Tmax, the existing cycle may be made longer or another cycle of

only one of the specified types is created. This process repeats itself as all the links in

Gmax\Tmax are added to Tmax. Therefore, Gmax may contain one or more cycles which are

of only one type each.

The cycle types in Gmax are defined as follows. A type-1 cycle (cycle C1 in Figure

2-8A) contains the root node and two or more nodes whose height is 1 only. A type-2
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A Type-1 Cycle

B Type-2 Cycle

C Type-3 Cycle

Figure 2-8. Gmax’s cycle types

cycle (cycle C2 in Figure 2-8B) contains one node whose height is 1 and two or more

nodes whose height is 2 only. A type-3 cycle (cycle C3 in Figure 2-8C) contains the root

node, two or more nodes whose height is 1, and an even number of nodes whose height

is 2 such that none of these nodes are 1-hop neighbors if they are connected to the

same node of height 1.

Let i be some node in N . Let P be some path in the undirected graph induced by

S i≤2 that originates at node i . |G |P denotes the increase on Q io(n) when only the grants

transmitted by the nodes in path P during a scheduling cycle are considered. Consider

the difference between the output-queue lengths of every node of height 2 in Gmax and

nmax at the beginning of a scheduling cycle. Let this difference be denoted by ∆Q i ,j for

the node of height 2 that transmits grant G i ,j .
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Expected |G |P when no cycles are considered. Consider the paths in Tmax. The

maximum |G |P in Tmax, denoted by |G |Tmax , is upper bounded as follows.

|G |Tmax ≤ max
i=1,2,...,|S01 |
j=1,2,...,|S i1|

(
|G i |+ |G i ,j |+ [∆Q i ,j ]+

)
+ |G 0|

Therefore, |G |Tmax is upper bounded by the summation of three grant lengths and an

output-queue difference that have maximum total length among all the paths from the

leaf nodes to the root node. Let those grant lengths and output-queue difference be G im,

G im,jm , and ∆Q im,jm .

Let n2 be the node that transmits grant G im,jm , and let n1 be the node that connects

n2 and nmax. When no cycles are considered, ∆Q im,jm can be at most the summation of

two grants. These two grants correspond to one of the paths in n2’s 2-hop neighborhood

that has no nodes in nmax’s 2-hop neighborhood. The grants cause an increase on

the output-queues of n2 that is not considered in |G |Tmax until n1 transmits its grant.

Therefore, E
[
[∆Q im,jm]+

]
≤ 2E[|Gmaxm |], and the expected value of |G |Tmax is upper

bounded as follows.

E
[
|G |Tmax

]
≤ E

[
|G im |+ |G im,jm |+ |G 0|+ [∆Q im,jm]+

]
≤ 5E[|Gmaxm |]

Expected |G |P when only type-1 cycles are considered. Consider the paths in

Figure 2-8A. The maximum |G |P , denoted by |G |C1, is upper bounded as follows.

|G |C1 ≤ max
(
|G |Tmax, max

i=1,2,...,|C1|−1
j=1,2,...,|S i1|

(
|G i ,j |+ [∆Q i ,j ]+

)
+
∑
G∈C1

|G |
)

Therefore, |G |C1 is upper bounded by either |G |Tmax or by the summation of all the

grant lengths along C1, a grant length of a leaf node, and an output-queue difference. Let

T be the event that |G |C1 is upper bounded by |G |Tmax, and let G im,jm and ∆Q im,jm be the

grant and output-queue difference that satisfy maxi=1,2,...,|C1|−1
j=1,2,...,|S i1|

(
|G i ,j |+ [∆Q i ,j ]+

)
.
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Let n2 be the node that transmits grant G im,jm , and let n1 be the node that connects

n2 and nmax. When only type-1 cycles are considered, ∆Q im,jm can be at most the

summation of the grants across a type-1 cycle. These grants correspond to one of the

cycles in n2’s 2-hop neighborhood that has no nodes in nmax’s 2-hop neighborhood.

Let Caux be this cycle. The grants cause an increase on the output-queues of n2 that

is not considered in |G |Tmax until n1 transmits its grant. Therefore, E
[
[∆Q im,jm]+

]
≤

|Caux|E[|Gmaxm |], and the expected value of |G |C1 is upper bounded as follows19 .

E
[
|G |C1

]
≤ ET

[
|G |Tmax

]
P
[
T
]
+ EnotT

[
|G im,jm |+∆Q im,jm +

∑
G∈C1

|G |
](
1− P

[
T
])

≤ 5E[|Gmaxm |]P
[
T
]
+
(
1 + |Caux|+ |C1|

)
E
[
|Gmaxm |

](
1− P

[
T
])

≤
(
|C1|+ |Caux|+ 1

)
E
[
|Gmaxm |

]
Expected |G |P when only type-2 cycles are considered. Consider the paths in

Figure 2-8B. The maximum |G |P , denoted by |G |C2, is upper bounded as follows.

|G |C2 ≤ max
{
|G |Tmax, max

i=1,2,...,|C2|−1

(
[∆Q i ,j ]+

)
+
∑
G∈C2

|G |+ |G 0|
}

Therefore, |G |C2 is upper bounded by either |G |Tmax or by the summation of an

output-queue difference, all the grant lengths along C2, and |G 0|. Let T be the event that

|G |C2 is upper bounded by |G |Tmax , and let ∆Q im,jm be the output-queue difference that

satisfies maxi=1,2,...,|C2|−1
(
[∆Q i ,j ]+

)
.

Let n2 be the node that transmits grant G im,jm , and let n1 be the node that connects

the type-2 cycle n2 belongs to and nmax. When only type-2 cycles are considered, ∆Q im,jm

can be at most the summation of the grants along a type-2 cycle. This cycle, denoted

by Caux, corresponds to a type-2 cycle in n2’s 2-hop neighborhood that has no nodes in

19 EX [Y ] denotes the expectation of Y given X .
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nmax’s 2-hop neighborhood. The grants cause an increase on the output-queue of n2

that is not considered in |G |Tmax until n1 transmits its grant. Therefore, E
[
[∆Q im,jm]+

]
≤

|Caux|E[|Gmaxm |], and the expected value of |G |C2 is upper bounded as follows.

E
[
|G |C2

]
≤ ET

[
|G |Tmax

]
P
[
T
]
+ EnotT

[
∆Q im,jm +

∑
G∈C2

|G |+ |G 0|
](
1− P

[
T
])

≤ 5E[|Gmaxm |]P
[
T
]
+
(
|Caux|+ |C2|+ 1

)
E
[
|Gmaxm |

](
1− P

[
T
])

≤
(
|C2|+ |Caux|+ 1

)
E
[
|Gmaxm |

]
Expected |G |P when only type-3 cycles are considered. Consider the paths in

Figure 2-8C. The maximum |G |P , denoted by |G |C3, is upper bounded as follows.

|G |C3 ≤ max
{
|G |Tmax, max

i=1,2
j=1,2,...,|S i1|

(
|G i ,j |+ [∆Q i ,j ]+

)
+
∑
G∈C3

|G |
}

By doing an analysis similar to the one performed for the upper bounds of E
[
|G |C1

]
and E

[
|G |C2

]
, it can be shown that E

[
|G |C3

]
is upper bounded as follows, where Caux is a

type-3 cycle.

E
[
|G |C3

]
≤
(
|C3|+ |Caux|+ 1

)
E
[
|Gmaxm |

]
Therefore, when there are no cycles or there is only one cycle C of any type in

Gmax, the expected value of the maximum |G |P is upper-bounded by
(
max

(
5, 2|C| +

1
))
|Gmaxm |, where C is the cycle of maximum length among all the cycles in the 2-hop

neighborhoods of the network
(
i.e., if C i is the maximum-length cycle in S i≤2, then

C = argmaxCi :i∈N |C i |
)
. This upper-bound can also be expressed in terms of Pmax as

(2|Pmax|+ 1)|Gmaxm |
(
i.e., 2|Pmax|+ 1 = max

(
5, 2|C|+ 1

))
.

This result can be directly extended to the case in which there are two or more

cycles of any type.
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Expected |G |P in the general scenario. Consider the set GP of all paths

in the 2-hop neighborhoods of the network and which start at the corresponding

neighborhoods’ root nodes when all the cycles are present (i.e., if G i is the set of

all paths in the undirected graph induced by S i≤2 and that originate at node i , then

GP =
∪
i∈N G i ). The |G |P of each of these paths is the summation of the length of the

grants transmitted by the nodes along the path plus an output-queue difference if the

height of the path’s end node is 2. The increase on the output-queue Qnmax
o (n) (i.e.,

|Hnmax(n)|) is upper-bounded by the maximum |G |P , which is denoted by |G |max
P . The

expected value of |G |max
P is upper bounded as follows, where IP is an indicator that P in

GP has the maximum |G |P .

E
[
|G |max

P
]
=
∑
P∈GP

E
[
|G |P

]
P
[
IP = 1

]
≤
∑
P∈GP

E
[
|Gmax
m |

]
(2|P|+ 1)P

[
IP = 1

]
= E

[
|Gmax
m |

](
2
∑
P∈GP

|P|P
[
IP = 1

]
+ 1
)

≤ E
[
|Gmax
m |

](
2|Pmax|+ 1

)
The proof follows from Theorem 2.1 and by observing that

max
j∈N

(
|Hj | − N jµ1

)
= |Hnmax| − Nnmax

µ1 ≤ E
[
|G |max

P
]
− Nµ1 ≤

(
2|Pmax|+ 1

)
E
[
|Gmax
m |

]
− Nµ1.

2.3.3.3 Sufficient condition for the stability of input-queues

The stability of the input-queues is always guaranteed by the GM-RBDS policy due

to the following. A node always requests as many data-subframes as can be entirely

covered with the packets waiting to be scheduled in its input-queues (GM-RBDS policy

in Section 2.3.3), and all the requests are successfully granted with some probability

greater than zero according to Eq. 2–28. Therefore, the input-queues, with some
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probability greater than zero, may become empty independently of their current length,

and the condition given by Eq. 2–23 always holds.

2.3.3.4 Stable region and efficiency ratio of GM-RBDS

It remains to find the expected value of |Gmax
m | in terms of the mean data-packet

arrival rates {λ(i ,j) : (i , j) ∈ L} in order to calculate a stable region and a lower-bound for

the efficiency ratio of the GM-RBDS policy using Theorem 2.2.

For every outgoing link of every node, the node requests the maximum number of

data-subframes that can be entirely covered with the current number of data packets in

the link’s input-queue. Also, the length of the grant for every request is always equal to

the request’s length. Therefore, the expected value of a grant length is upper-bounded

by the expected value of the length of its corresponding input-queue as given by

Eq. 2–24, where mir is the control-time-slot when the request for link (i , j) is transmitted.

E
[
|G (i ,j)m |

]
= E

[⌊Q(i ,j)i (m
i
r)

mds

⌋]
≤ E

[Q(i ,j)i (m
i
r)

mds

]
(2–24)

Let Q(i ,j)s (n) be Q
(i ,j)
i (mjn)

mds
, where mjn is the control-time-slot used for node j ’s nth

scheduling-packet transmission. Q(i ,j)s (n) is increased by the number of data packet

arrivals to link (i , j) between every two consecutive node j ’s scheduling-packet

transmissions
(
i.e., A(i ,j)s (n) as given by Eq. 2–14

)
, and it is decreased by the grants

transmitted by node j for link (i , j). According to the GM-RBDS policy (Section 2.3.3), for

any of these grants to be confirmed by node i , two independent events must take place.

First, when node j transmits a scheduling packet, link (i , j)’s request has maximum

length among the unexpired requests transmitted by all of node j ’s incoming links.

Second, when node i receives node j ’s scheduling packet, none of the unexpired

grants received by node i overlap with the grant for link (i , j) carried by the scheduling

packet. The occurrence of each of these two events at node j ’s nth scheduling-packet

transmission is denoted by I (i ,j)Qmax
(n) and I (i ,j)s (n) respectively.
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The grant length is equal to the number of data-subframes covered by the

input-queue length of link (i , j)
(
i.e., Q(i ,j)i

)
at the control-time-slot that node i transmits

link (i , j)’s request
(
i.e., mir

)
. Therefore, the grant length can be expressed as Q(i ,j)s (n)

minus the following: the number of data-subframes covered by the data packet arrivals

to link (i , j) since the request is transmitted by node i until the grant is transmitted by

node j
(
i.e.,

⌊Q(i ,j)i (mjn)−Q
(i ,j)
i (mir)

mds

⌋)
. Let this number of data-subframes be denoted by

∆Q
(i ,j)
s (n) for node j ’s nth scheduling-packet transmission. Q(i ,j)s (n) is updated according

to Eq. 2–8 and Eq. 2–14 as follows.

Q
(i ,j)
s (n+1) = Q

(i ,j)
s (n)+

A
(i ,j)
s (n + 1)

mds
−I (i ,j)Qmax

(n+1)I
(i ,j)
s (n+1)

(
Q
(i ,j)
s (n)−∆Q(i ,j)s (n)

)
(2–25)

In order to find the expected value of Q(i ,j)s (n), it is necessary to calculate the

probability that I (i ,j)Qmax
(n) and I (i ,j)s (n) are each equal to one.

Probability that I (i ,j)s (n) equals one. Let T (i,j)u (m) and T (i ,j)u (m) (Eq. 2–1) be the

unavailable-data-time-slots tables for link (i , j) maintained by nodes i and j respectively.

These two tables are not necessarily equal due to the 1-hop neighbors of j hidden from

i and vice versa. Let the length of an unavailable-data-time-slots table be the number

of frames in the range that starts at the current frame and ends at the latest unavailable

frame in the table. Let this length be denoted by |T (i ,j)u (m)|. The event that grants for link

(i , j) transmitted by node j do not overlap any of the unexpired grants in node i when

this node receives link (i , j)’s grants
(
i.e., I (i ,j)s (n) = 1

)
is equivalent to the following

event: |T (i ,j)u (mjn)| is greater than or equal to |T (i,j)u (mjn)|. Let T is (mjn) be the subset of

T (i,j)u (mjn) that contains all the grants received by node i from the moment it sends link

(i , j)’s request to node j (i.e., mir ) to the moment node j replies with its nth transmitted

scheduling packet (i.e., mjn), which contains link (i , j)’s grant. |T (i ,j)u (mjn)| is greater

than or equal to |T (i,j)u (mjn)| only if the maximum expiration data-subframe number in
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T is (mjn)20 is less than the maximum expiration data-subframe number in T (i ,j)u (mjn). This

is due to the minimum data-subframe number specified by node i that the request can

be granted (GM-RBDS policy in Section 2.3.3). This minimum is no longer valid if any

other grants that occupy data-subframes greater than or equal to it are received by node

i and not by node j before node j sends the grant for link (i , j). That is, if such grants

are received by node i and make |T (i,j)u (mjn)| be greater than |T (i ,j)u (mjn)|, node j grants

data-subframes that were already included in the grants received by node i , so node i is

not able to confirm node j ’s grant.

T (i,j)u (m) and T (i ,j)u (m) are updated with the grants transmitted by the nodes in S i≤1

and S j≤1 respectively. Consider the sets S i1\S
j
≤1, S i≤1 ∩ S

j
≤1, and S j1\S i≤1. Given that the

grants transmitted by the nodes in S i≤1 ∩ S
j
≤1 are received by both i and j , they do not

make T (i,j)u (m) and T (i ,j)u (m) have different lengths. Therefore, I (i ,j)s (n) is independent of

such grants. The grants transmitted by the nodes in S i1\S
j
≤1 affect T (i,j)u (m) and do not

affect T (i ,j)u (m), and the grants transmitted by the nodes in S j1\S i≤1 affect T (i ,j)u (m) and do

not affect T (i,j)u (m). Therefore, I (i ,j)s (n) depends on such grants only. Let T i\js (m
j
n) be the

subset of T is (mjn) that contains all the grants transmitted by the nodes in S i1\S
j
≤1. When

node j sends link (i , j)’s grant, the maximum expiration data-subframe number in T is (mjn)

is less than the maximum expiration data-subframe number in T (i ,j)u (mjn) if it is not an fe

component of any of the grants in T i\js (m
j
n). Therefore, the probability that |T (i ,j)u (mjn)|

is greater than or equal to |T (i,j)u (mjn)| is lower-bounded by the probability that T i\js (m
j
n)

is empty. Considering that the nodes in S i≤2 transmit only one scheduling packet per

20 The expiration data-subframe numbers in T is (mjn) correspond to the fe components
of the grants they contain (Definition 2).
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scheduling cycle and that the order of these transmissions is independent across the

scheduling cycles, the lower-bound is given as follows21 .

P
[
I
(i ,j)
s (n) = 1

]
≥ P

[
T i\js (m

j
n) = ∅

]
=

1

1 +
∣∣S i1\S j≤1∣∣ (2–26)

In order to find an upper-bound for the expected value of all the input-queue

lengths, in the following, it is assumed that P
[
I
(i ,j)
s (n) = 1

]
equals the lower-bound in

Eq. 2–26. This is true because the input-queues decrease at a lower rate under this

assumption.

Probability that I (i ,j)Qmax
(n) equals one. The event that link (i , j)’s request is granted

by node j
(
i.e., I (i ,j)Qmax

(n) = 1
)

depends on the lengths of the requests in
∪
i∈S j1
T (i ,j)r (mjn)

only. When node j transmits a scheduling packet, there can be only one unexpired

request per incoming link
(
i.e., {(i , j) : i ∈ S j1}

)
. This is due to the following. Every

node in S j≤2 transmits only one scheduling packet per scheduling cycle, there is only one

request to node j in every scheduling packet, and this request always expires at the next

scheduling-packet transmission of node i , where i is any node in S j1 (GM-RBDS policy in

Section 2.3.3).

Let mjn and mjn−1 be the control-time-slots used by node j for its current and previous

scheduling-packet transmissions respectively, and let mir be the control-time-slot used by

node i in S j1 for its scheduling-packet transmission previous to mjn. At mjn, node j grants

the longest request among the last requests sent by each of its 1-hop neighbors (i.e.,

requests sent to node j before mjn). Let is be the 1-hop neighbor that sent the longest

request. Node is is given as follows.

21 The lower-bound is calculated based on the fact that the event that T i\js (m
j
n)

is empty is equivalent to the following event: within a scheduling cycle, node j ’s
scheduling-packet transmission precedes the scheduling-packet transmissions of the
nodes in

∣∣S i1\S j≤1∣∣.
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is = argmax
i∈S j1

{
Q
(i ,j)
s (n)− ∆Q(i ,j)s (n)

}
= argmax

i∈S j1

{Q(i ,j)i (mir)

mds

}
Therefore, given that the mir ’s are i.i.d. across the scheduling cycles and that grants

decrease input-queue lengths with probability P
[
I
(i ,j)
s (n) = 1

]
, the probability that node

i ’s request is granted depends on the rate that the input-queues of node j ’s incoming

links increase as follows.

P
[
I
(i ,j)
Qmax
(n) = 1

]
= P[i = is] =

λ(i ,j)
(
P
[
I
(i ,j)
s (n) = 1

])−1∑
k∈S j1

λ(k,j)
(
P
[
I
(k,j)
s (n) = 1

])−1 (2–27)

Expected value of |Gmax
m |. From Eq. 2–26 and Eq. 2–27 and given the indepen-

dence of I (i ,j)s (n) and I (i ,j)Qmax
(n)22 and the assumption that P

[
I
(i ,j)
s (n) = 1

]
equals the

lower-bound in Eq. 2–26, the probability that node i ’s request for link (i , j) is granted by

node j is given by Eq. 2–28, where s j , max
{
1 +

∣∣Sk1\S j≤1∣∣ : k ∈ S j1}, and λj is the total

packet-arrival rate at node j
(
i.e., λj =

∑
i∈S j1

λ(i ,j)
)
.

P
[
I
(i ,j)
Qmax
(n) = 1, I

(i ,j)
s (n) = 1

]
= P

[
I
(i ,j)
Qmax
(n) = 1

]
P
[
I
(i ,j)
s (n) = 1

]
≥ λ(i ,j)∑

k∈S j1
λ(k,j)

(
1 +

∣∣Sk1\S j≤1∣∣) ≥ λ(i ,j)

s jλj
(2–28)

22 The independence of I (i ,j)s and I (i ,j)Qmax
comes from the following. The GM-RBDS policy

calculates the grants transmitted by the nodes in S i1\S
j
≤1 and S j1\S i≤1 without considering

the number of unscheduled packets of link (i , j)
(
i.e., Q(i ,j)i

)
. The probability that a grant

for link (i , j) overlaps the unexpired grants received by node i depends on the grants
transmitted by the nodes in S i1\S

j
≤1 and S j1\S i≤1 only (Section 2.3.3.4). Therefore, this

probability does not depend on the number of unscheduled packets of link (i , j), i.e.,
I
(i ,j)
s is independent of Q(i ,j)i . The same analysis can be done for any incoming link of
node j , so I (i ,j)s is independent of Q(k,j)i , where node k is any 1-hop neighbor of node j .
Therefore, I (i ,j)s is independent of the event that Q(i ,j)i has maximum length among the
input queues of the incoming links of node j , i.e., I (i ,j)s is independent of I (i ,j)Qmax

.
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The expected value of the length of any grant can upper-bounded using Eq. 2–24,

Eq. 2–25, and Eq. 2–28 as follows.

Lemma 1. The expected value of grant
∣∣G (i ,j)m

∣∣ is upper-bounded as follows.

∣∣G (i ,j)m

∣∣ = E
[
Q
(i ,j)
s (n)− ∆Q(i ,j)s (n)

]
≤ s jλjNµ1

See Appendix C for the proof of Lemma 1.

A sufficient condition for the stability of a GM-RBDS network can be found using

Lemma 1.

GM-RBDS stable region and efficiency ratio.

Theorem 2.3. Let ν be given by ν = (2|Pmax| + 1)max
{
s j : j ∈ N

}
. GM-RBDS wireless

network G is stable if

∑
i∈S j1

λ(i ,j) <
1

ν
∀ j ∈ N . (2–29)

The proof of Theorem 2–29 is as follows. The sufficient condition in Theorem 2.2 for

the stability of the output-queues in G is equivalent to

∣∣G (i ,j)m

∣∣ < Nµ1

2|Pmax|+ 1
∀ (i , j) ∈ L.

According to Lemma 1, this condition is satisfied if

∑
k∈S j1

λ(k,j) <
1

s j(2|Pmax|+ 1)
∀ j ∈ N .

This concludes the proof of Theorem 2–29.

Remark. Notice that the sufficient condition for stability given by Eq. 2–29 is of the same

form of the condition for the non-reservation-based greedy policies analyzed in [84] (Eq.

(4) in [84]). That is, the total packet-arrival rate of a set of interfering links needs to be

lower than some constant in order to guarantee stability, and the constant depends on
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some characteristic of the network topology (i.e., |Pmax| and s j for the GM-RBDS policy,

and κ for the greedy policies in [84]).

Finally, a lower-bound for the efficiency ratio of the GM-RBDS policy can be found

based on the region in which the data-packet arrival rates satisfy the stability condition

given by Eq. 2–29.

Theorem 2.4. Consider RBDS wireless network G = (N ,L) with 1-hop traffic, its optimal

capacity region Λ, and its maximum number κ of non-interfering links in the interference

set I(i ,j) of any link (i , j) in L. G is stable under the GM-RBDS policy for any set of

data-packet arrival rates {λ(i ,j) : (i , j) ∈ L} that lies inside the region Λ
νκ

.

The proof of Theorem 2.4 is as follows. Let C1 be the set of data-packet arrival rates

that, for all (i , j) in L, satisfy Eq. 2–29, and let C2 be the set of data-packet arrival rates

that, for all (i , j) in L, satisfy

∑
(i ,j)∈I(i ,j)

λ(i ,j) <
1

ν
∀ (i , j) ∈ L.

Therefore, C2 ⊆ C1, and network G is stable for any set of data-packet arrival rates

that lies in C2.

In [84], it is shown that a necessary condition for network stability under any

scheduling policy is

∑
(i ,j)∈I(i ,j)

λ(i ,j) < κ ∀ (i , j) ∈ L

Therefore, network G is stable when the set of data-arrival rates lies inside the

region Λ
νκ

. This concludes the proof of Theorem 2.4.

Therefore, the stability of IEEE 802.16 mesh networks under the GM-RBDS policy

(Theorem 2.3) depends on ν only, which is a local characteristic of the topology of the

network. That is, ν depends on the 2-hop neighborhoods of the network but not on the

network as a whole.
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2.4 Simulation Results

The stability of an IEEE 802.16 mesh network under the GM-RBDS policy with

1-hop traffic and Poisson data-packet arrivals is evaluated by means of simulation using

the simulator proposed in Chapter 5. The network topology is a grid of 16 nodes (i.e.,

4 × 4) and 48 links. The frame-structure parameters mcs and mds are set at 9 and 256

respectively23 . The frame length is 10 ms, and a total of 3000 frames is simulated.

Figure 2-9 shows the average input and output queue lengths for increasing traffic

loads. The traffic loads are 4
24

, 8
24

, 12
24

, 16
24

, 17
24

, 18
24

, 20
24

, and 1 of the optimal capacity.

According to Figure 2-9A, the input-queues are always stable (i.e., they do not grow

indefinitely) as expected (Section 2.3.3.3). On the other hand, according to Figure 2-9B,

the output queues become unstable for traffic loads greater than 18
24

. Therefore, the

GM-RBDS policy reaches an efficiency ratio of approximately 18
24

in the simulation. This

is in agreement with the theoretical lower-bound. The efficiency ratio is lower-bounded

by 1
153

according to Theorem 2.4 (i.e., Pmax = 8, maxj∈N s j = 3, and κ = 3).

2.4.1 GM-RBDS Throughput Evaluation

The performance of the GM-RBDS policy is compared in Figure 2-10A24 with

the W and Enhanced-Local-Greedy-Scheduling (ELGS) policies proposed in [36]

and [35]. From the policies reviewed in Section 2.1, W and ELGS were selected for

the comparison because they consider the same interference model of IEEE 802.16

mesh networks (i.e., 2-hop interference model), which is the model of GM-RBDS too.

Also, the GM-RBDS, W, and ELGS policies require the same control information for

making scheduling decisions. Each node requires the queue lengths of the nodes in

23 In the simulation, the NextXmtMx and XmtHoldoffExponent parameters of the
election algorithm [1] are set at 3 and 4 respectively.

24 In Figure 2-10, the queue lengths have been normalized to their respective
maximum values in order to make the comparison.
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A Input-queues

B Output-queues

Figure 2-9. Average input and output queue lengths for increasing traffic loads

its two-hop neighborhood for making any link scheduling. Figure 2-10A includes the

best performance curves of the W and ELGS policies reported in [36] and [35] when

the overhead (i.e., the fraction of a frame that is dedicated to the control subframe)

is not considered. It shows that GM-RBDS outperforms W. That is, as the traffic load

approaches the optimal capacity of the network, the queues under policy W grow

faster than the queues under policy GM-RBDS. Therefore, the GM-RBDS policy is able

to maintain the network stable under higher throughput levels when compared with

W. On the other hand, ELGS outperforms GM-RBDS in Figure 2-10A. However, the

capacity achieved by the ELGS policy can be reduced considerably by its overhead
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when compared with GM-RBDS. The GM-RBDS policy does not require the amount of

overhead required by the ELGS policy. This is due to its ability for scheduling any future

data-subframes. Figure 2-10B shows that if the maximum node degree is 8 (i.e., ∆ = 8)

and the control packets are formatted according to the IEEE-802.16-mesh-networks

standard [1], the GM-RBDS and ELGS policies perform equally. For higher values of

∆ (i.e., ∆ ≥ 8), the GM-RBDS policy outperforms the ELGS policy25 . This is shown

in Figure 2-11. Figure 2-11A shows the traffic load necessary to reach the maximum

average queue length reported in Figure 2-10 as a function of ∆, and Figure 2-11B

shows the overhead as a function of ∆. The overhead is specified as the portion of

the total bandwidth it takes. According to Figure 2-11, the GM-RBDS policy achieves

greater throughput than the ELGS policy when ∆ ≥ 8. The reason is that the GM-RBDS

overhead grows more slowly with ∆ than the ELGS overhead does. This is shown in

Figure 2-11B.

2.4.2 Overhead Comparison of GM-RBDS and Enhanced Local Greedy Schedul-
ing

In the ELGS policy, the links are scheduled on a largest-queue-first basis. This is

done locally in order to make the policy distributed. Therefore, the information required

by the nodes is the queue length of the interfering links which correspond to one

integer each. Also, the nodes need to know link identifications (ID) in order to solve

the problem of two or more links with the same queue length [35]. This ID is another

integer per link that the nodes need to know. In the worst-case scenario (i.e., when

the highest number of links of nodes in a 2-hop neighborhood are activated), there are

∆(∆− 1) link activations. This case occurs as follows. Consider the node with maximum

degree and activate one of the outgoing links of every 2-hop neighbor. This is shown

25 This also implies that the GM-RBDS policy outperforms the W policy because the
overhead of the W policy is greater than the overhead of the ELGS policy [35].
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A With no overhead

B With overhead (∆ = 8)

Figure 2-10. Performance comparison of the greedy-maximal
reservation-based-distributed-scheduling (GM-RBDS) policy, policy W [36],
and the enhanced-local-greedy-scheduling (ELGS) policy [35]
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A Maximum traffic load supported by the policies

B Policies’ overhead

Figure 2-11. Effect of the overhead of the GM-RBDS and ELGS [35] policies
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in Figure 2-12, where it is assumed that ∆ = 3. Therefore, in the worst case scenario,

the total amount of control information (i.e., overhead) that needs to be communicated

to calculate a schedule consists of 2∆(∆ − 1) integers. In addition to this, the ELGS

overhead also includes a series of control-time-slots for calculating link eligibilities

which are of O(log2 |N |) complexity [35]. This makes the ELGS overhead have length

of at most 2∆(∆ − 1) integers plus the series of control-time-slots used for ELGS link

eligibility. Therefore, in WMNs with nodes located randomly, the ELGS overhead is of

O(log2 |N |) complexity. This result shows that the GM-RBDS overhead is more scalable.

The GM-RBDS overhead is of O(log |N |) complexity (the complexity analysis of the

GM-RBDS policy is in Section 2.3.3.1).

Figure 2-12. ELGS worst-case scenario

Remark. Even though the GM-RBDS policy has good performance in terms of

throughput according to the previous results, the policy has a fairness problem. The

links are able to reserve any number of future data-subframes, and therefore, a link is

able to monopolize the channel causing starvation on other links. We believe that further

research is necessary in this direction in order to design throughput-efficient policies that

are fair too.

Remark. Note that the purpose of the election algorithm is two-fold. It allows the

nodes to exchange requests, grants, and grant-confirmations, and it allows them to

propagate within every 2-hop neighborhood, the state of the output queues (i.e., the

list of reserved frames are implicitly specified in grants and grant-confirmations). To
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the best of our knowledge, the mechanisms for performing the previous tasks (i.e.,

propagating the current state of the system) in the policies revised in Section 2.1 have

not been specified. In the analysis of those policies, it is assumed that the nodes know

the queue lengths of the interfering links. Therefore, given that the counterpart of the

election algorithm for the policies of Section 2.1 has not been specified, the overhead of

the election algorithm was not considered in the previous analysis. The overhead of the

election algorithm accounted for 0.09% of the total bandwidth in the scenario simulated

for the GM-RBDS policy26 .

2.5 Summary

A new framework for the stability analysis of scheduling policies for wireless

networks that allow the reservation of future data-subframes has been proposed. The

concepts of input-queue and output-queue were introduced into the framework in order

to account for the packets waiting to be scheduled and the schedules assigned to

these packets. Based on these concepts, sufficient conditions for the stability of RBDS

wireless networks were found.

Within the proposed framework, an RBDS policy which uses the concept of

greedy-maximal scheduling was analyzed. The nodes implement this policy by

exchanging scheduling packets using the IEEE 802.16 election algorithm. A region

in which the proposed reservation-based scheduling policy is stable was found using

the framework. It was shown that the size of this region depends on the factor ν which

is determined by two characteristics of the network topology only (i.e., s j and |Pmax|).

An IEEE 802.16 mesh network with the proposed scheduling policy (i.e., GM-RBDS)

26 The overhead of the election algorithm was calculated as the bandwidth consumed
by the MSH-NCFG control packets specified in the IEEE-802.16 standard [1]. These
packets carry the information necessary for the nodes to execute the election algorithm.
In the simulated scenario, they are transmitted once every 32 frames, which is one of the
allowed settings in the IEEE-802.16 standard [1].
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was simulated. It was shown that the policy always guaranteed the stability of the

input-queues and that the output-queues were stable when the load was within 18
24

of the

optimal region. Finally, the performance of the GM-RBDS policy was compared with the

W and ELGS policies. It was shown that the GM-RBDS policy has an advantage over

the W and ELGS policies in terms of the required overhead.
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CHAPTER 3
HEURISTIC CENTRALIZED TOPOLOGY CONTROL

Transmission power (TP) control in wireless multihop networks (WMNs) is an

important problem due to the effects it has on the different layers of the protocol stack

[39]. For example, the network connectivity, energy consumption, total physical-link

throughput, spatial reuse, and total end-to-end throughput as a function of the TP have

been investigated in [19, 20, 41, 62, 67] respectively. In this chapter, we look at the

problem of TP control for adapting the stability region1 of the WMN to a given set of

flows such that the total throughput and end-to-end delay are improved. Specifically, we

ask the question of what are the nodes’ TPs that adapt the stability region to the flows

in the network when a set of source-destination pairs, the routing algorithm, and the

link-scheduling policy are given.

By adapting the stability region of the WMN, the queue lengths across the network

are decreased in average for a given set of input-packet rates. In this way, the flows

among the source-destination pairs are able to maintain higher levels of end-to-end

throughput and lower levels of end-to-end delay while guaranteeing queue stability.

Therefore, the problem considered in this chapter is of particular interest for applications

that establish non-bursty sessions between source-destination pairs such as audio/video

calls.

In order to adapt the stability region, we propose an algorithm that is executed

by the flows established between the source-destination pairs. The idea behind the

algorithm is to adapt a lower-bound region of the stability region (i.e., a region covered

by the stability region) by modifying the TPs. The lower-bound region is a widely

accepted theoretical performance metric used for comparing different link-scheduling

1 The stability region is defined for link-scheduling policies as the set of input-packet
rates under which the queues in the network are stable (i.e., positive recurrent).
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policies [84]. In the algorithm, once the flows’ paths are determined by the routing

algorithm, the flows calculate the maximum input-packet rate they can support within the

lower-bound region; then, each flow tries to stretch the lower-bound region by modifying

the TP of nodes surrounding it. The effect that the stretch of the lower-bound region has

on the stability region is another stretch on this region. Therefore, the result is a stability

region adapted to the flows that allows them to support higher input-packet rates while

guaranteeing the stability of the network.

In this chapter, we consider the minimum hop (min-hop) routing algorithm and

the greedy-maximal reservation-based-distributed-scheduling (GM-RBDS) policy

(Chapter 2) in Institute-of-Electrical-and-Electronics-Engineers (IEEE) 802.16 mesh

networks. However, our results can be readily extended to other WMNs, routing

algorithms, and link-scheduling policies.

The rest of this chapter is organized as follows. The related work and contributions

are discussed in Section 3.1. The network model is presented in Section 3.2. In

Section 3.3, our TP control algorithm is explained. The performance of the algorithm is

evaluated in Section 3.4 by means of simulation. Finally, a summary of the chapter is

presented Section 3.5.

3.1 Related Work

3.1.1 Link-Scheduling Policies and the Stability Region

The stability region for WMNs was first defined in [69] as the set of input-packet

rates under which the queues in the WMN are stable. The stability region is defined

for link-scheduling policies. Different link-scheduling policies achieve different stability

regions, and it is said that a link-scheduling policy outperforms another policy in terms of

throughput when it has a larger stability region. The optimal link-scheduling policy is the

one whose stability region is a superset of the stability region of any other policy [69].

In terms of complexity, it is usually the case that the less complex the link-scheduling

policy is, the smaller its stability region is. Therefore, based on the tradeoff between
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the size of the stability region and the complexity, different link-scheduling policies

have been proposed in the literature [26, 35, 36, 50, 60, 61, 69, 71, 74, 83, 84]. These

policies are characterized with a provable performance guarantee which is a region

within the policy’s stability region. That is, a set of input-packet rates is calculated for

which the policy is guaranteed to be stable. The WMN may be stable under input-packet

rates outside that set, but this is not guaranteed. Therefore, the stability region of the

link-scheduling policy is at least as large as the calculated set of input-packet rates. We

call this set the lower-bound region.

The lower-bound region depends on certain characteristics of the physical

topology of the network. For example, the stability properties of the greedy maximal

scheduling (GMS) [37] and the bipartite simulation (BP-SIM) [26] policies depend on

the local-pooling factor and the maximum node degree of the network respectively. The

local-pooling factor is a topological property of the network whose definition can be

consulted in [37], and the node degree is defined as the number of links that the node

belongs to.

3.1.2 Stability-Region Expansion Algorithms

The main idea presented in this chapter (i.e., adapting the stability region of a

given link-scheduling policy by means of TP control) is based on the results obtained

in [11, 89]. In [11], the network is partitioned based on the notion of local pooling, and

each partition is assigned to a channel of the network. In this way, the GMS policy is

guaranteed to achieve the optimal stability region in each channel. In [89], network

topologies are identified for which distributed link-scheduling policies achieve the optimal

stability region. However, these network topologies are not suitable for real scenarios

[37] because of their sufficient conditions that guarantee the optimal stability region.

These conditions include [89], 1-hop interference, 1-hop traffic, and a topology that

is a graph that belongs to one of the following perfect-graph classes: chordal graphs,

chordal bipartite graphs, cographs, and a subgroup of co-comparability graphs. In
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real scenarios, these conditions limit the suitability of WMNs. For example, only a few

physical-layer technologies such as code-division-multiple-access (CDMA) can be

approximated with the 1-hop interference model, and the traffic in WMNs is multihop

by definition. Also, making the topology fall within the previous graph families imposes

constraints on the locations and TPs of the nodes and the available routes. The multihop

traffic case was considered in [89], and it was shown that only a subset of the previous

graph families guarantee the optimal stability region in the multihop-traffic scenario.

These were identified as forest of stars, where every connected component of the

network graph is a star graph. Also, the results in [11, 89] are valid only for GMS policies

under 1-hop traffic or backpressure routing-scheduling policies under multihop traffic2 .

Our approach is built upon the idea of [11, 89] that under certain topologies a link

scheduling policy performs better. We modify realistically the network topology using

TP control to adapt the policy’s stability region to the flows. The algorithm receives any

set of end-to-end paths, node locations, and scheduling policy, and adapts the policy’s

stability region to the paths. Such an approach is beneficial because it improves the

end-to-end throughput and delay without the restrictions previously discussed. In this

chapter, we consider the case of min-hop routing, GM-RBDS scheduling, and randomly

chosen source-destination pairs of nodes in IEEE 802.16 mesh networks.

Other heuristic algorithms have been proposed in the literature that improve the

performance of the link-scheduling policy in terms of throughput by means of TP control.

These algorithms include the ones reported in [54, 56, 57] whose basic idea is to

increase the total throughput in the network by means of spatial reuse. The spatial reuse

is increased by reducing the TP of the nodes. The algorithms differ between them in the

2 It should be noted that the objective in [11, 89] was mainly to identify the topologies
that enable the optimality of the GMS policy, and not to design topology-control
algorithms.
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way they are adapted to request-to-send (RTS)/clear-to-send (CTS) based protocols. In

[30, 33], it is shown that better throughput improvements can be achieved not only by

decreasing the TP to increase the spatial reuse but also by considering the hidden and

exposed nodes. The algorithms proposed in [30] perform TP control with the objective

of avoiding hidden nodes. In this way, the links in the network are able to sustain higher

input-packet rates. In [81], a TP control algorithm for RTS/CTS-based protocols is

proposed that decreases the area occupied by links during their transmissions, which is

defined as the area in which other nodes must remain silent during the time the link is

active. Then, it is shown that with this scheme, routing algorithms that favor short hops

achieve higher levels of throughput. The goal of our algorithm is similar to the goal of

the previous algorithms [30, 33, 54, 56, 57, 81], i.e., to increase the input-packet rates

that a given link-scheduling policy can support by means of TP control. However, our

approach differs in that it is directly based on a quantitative metric which is the stability

region. It is not based on qualitative observations of the operation of the link-scheduling

policy such as the hidden and exposed nodes in RTS/CTS-based policies. Therefore,

it can be readily adapted to any link-scheduling policy whose stability region has been

characterized such as the ones discussed in Section 3.1.1.

A different type of TP control algorithms, which are based on optimization

techniques, are discussed in [7, 38]. In [7], the problem of integrated link scheduling and

TP control for throughput optimization is shown to be nondeterministic polynomial time

(NP) complete. Therefore, a heuristic algorithm is developed. The goal of the algorithm

is to minimize the schedule length necessary to satisfy all the link loads determined

by a given routing algorithm. By minimizing the schedule length, the total throughput

of the network is increased because more scheduling cycles can be performed per

time unit. In [38], the problem of jointly optimizing the flow routes, link schedules, TP,

modulation and coding schemes is addressed. This is a more general problem than

the one considered in [7] given that it does not only include the calculation of TPs
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and link schedules but also includes the routing and physical layers (i.e., flow routes,

modulation, and coding schemes). In our algorithm, we are only concerned in the TP

control problem when the flows and link-scheduling policy are given. That is, for a given

set of flows, we determine TPs that improve the performance of the link-scheduling

policy in terms of throughput and end-to-end delay.

3.1.3 Contributions

The contributions of this chapter are as follows.

A new TP control algorithm is proposed which increases the input-packet rates

that flows can support and decreases the end-to-end delays while guaranteeing queue

stability across the network. Also, the algorithm does not make any assumption on

the paths followed by the flows which is not the case for the algorithms proposed in

[30, 33, 54, 56, 57, 81], and it is not limited to RTS/CTS-based policies either. Our

algorithm can be readily adapted to link-scheduling policies whose stability region has

been characterized.

Our algorithm is based on the adaptation of the stability region of the given

link-scheduling policy when only the links that belong to the given flows are considered.

To the best of our knowledge, this technique has not been used before, and it is inspired

on the results reported in [11, 89].

The improvement on throughput achieved by our algorithm is evaluated by means of

simulation using the simulator proposed in Chapter 5 for the min-hop routing algorithm

and the GM-RBDS policy (Chapter 2) in IEEE 802.16 mesh networks [1].

3.2 Network Model

We consider a WMN whose communication graph is denoted by G = (N ,L),

where N and L are the sets of nodes and links respectively. The links are directional.

The link directed from node i to node j is denoted by (i , j). The node transmissions

are omnidirectional. Link (i , j) belongs to L if and only if node j is within node i ’s

transmission range. The 2-hop interference model is adopted. Therefore, two links
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interfere with each other only if they are at least two hops away from each other.

We adopt this interference model because it is the model that the link scheduling in

IEEE 802.16 WMNs is based on. In this type of networks, a node grants access to an

incoming link only if none of the incoming links of the nodes that are at most 2 hops

away has already been granted access.

Time is divided into frames, and each frame is divided into a control-subframe

and a data-subframe. Control-subframes are divided into control-time-slots that are

used for the exchange of scheduling packets, and data-subframes are divided into

data-time-slots that are used for the transmission of data packets3 . Links are allowed to

transmit only one scheduling packet per control-time-slot and only one data packet per

data-time-slot. A packet transmission over link (i , j) is successful if and only if no other

link that interferes with link (i , j) is activated at any time during the transmission. If two

or more interfering links are activated simultaneously at any time, there is a collision and

none of the links’ packet transmissions affected by the collision are successful.

The data traffic consists of a set of flows. This set is denoted by F . The flows

in F are enumerated. The nth flow is denoted by fn. It consists of a path and a mean

input-packet rate which are denoted by pn and λn respectively (i.e., fn , (pn,λn)).

Path pn is the sequence of nodes on which flow fn is established. The mth node in pn is

denoted by pn(m). It is assumed that the paths are calculated using min-hop routing.

The first and last nodes of pn are the source and destination nodes of fn respectively.

The intermediate nodes of pn are the forwarding nodes of flow fn. At the source node of

flow fn, the data-packet arrival process is Poisson distributed with mean λn. Every node

that is an intermediate or destination node of at least one flow has a maximum packet

rate that it can assign to its incoming traffic while guaranteeing the stability of its queues.

Each of these nodes equally divides its maximum packet rate among all the flows for

3 This is the frame structure adopted for IEEE 802.16 mesh networks [1].
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which it is an intermediate or destination node. The maximum packet rate that node i

can support for each of these flows is denoted by λif.

The number of flows that traverse a link is the degree of the link. The link degree

of link (i , j) is denoted by d (i ,j). If a flow is forwarded from node i to node j , then such a

flow counts for the degree of link (i , j) and not for the degree of link (j , i), i.e., both the

direction of the flow and its path determine which links have their degree affected by the

flow.

We follow the reservation-based network model described in Chapter 2 in which

there are two queues involved in the scheduling process of every link. These are the

input and output queues which are denoted by Q(i ,j)i,fn and Q(i ,j)o,fn for flow fn on link (i , j)

respectively (Figure 3-1). The input-queue stores data packets that are waiting to be

scheduled, which means they are waiting to be granted a future data-time-slot. The

output-queue stores the data packets that have been scheduled, i.e., have already been

granted a future data-time-slot, and are waiting to be transmitted. When a link schedules

data packets, some of its unscheduled data packets are moved from its input-queue to

its output-queue. The nodes implement the concept of regulators4 introduced in [84].

The role of regulators is to regulate the burstiness of the node’s incoming traffic. This

task is performed for flow fn on link (i , j) using queue Q(i ,j)r,fn .

Figure 3-1. Data packet transmissions between nodes i and j

4 A detailed description of the operation of regulators is provided in D.
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Node j is a 1-hop neighbor of node i if node i is within node j ’s transmission range.

The 1-hop neighborhood of a node is the set of all the node’s 1-hop neighbors. It is

denoted by S i1 for node i . The 2-hop neighborhood of a node is defined as the set of

nodes that are at least two hops away from the node and the node itself. It is denoted by

S i≤2 for node i . The active 1-hop neighborhood of a node is defined as the set of 1-hop

neighbors that are intermediate or destination nodes of at least one flow. It is denoted by

S ia for node i . The direct 1-hop neighborhood of a node is the set of 1-hop neighbors that

send data packets to the node. Therefore, the direct 1-hop neighbors of a node always

precede the node in at least one path. Node i ’s direct 1-hop neighborhood is denoted by

S id.

The transmission range of node i is denoted by r i . The maximum transmission

range of any node is denoted by rmax, and the Euclidean distance between nodes i and j

is denoted by ||i , j ||.

3.3 Queue-Stability-Based Transmission Power (TP) Control Algorithm

3.3.1 GM-RBDS and its Stability Region

The link-scheduling adopted for the network is the GM-RBDS policy described in

Chapter 2, which is based on the scheduling framework specified for IEEE 802.16 mesh

networks with distributed scheduling. This framework can be summarized as follows.

Nodes take turns to transmit scheduling packets on control-time-slots using the election

algorithm specified for IEEE 802.16 mesh networks [1, 13, 78]. The objective of the

election algorithm is to avoid scheduling-packet collisions. The links follow a three-way

handshake by means of scheduling-packet exchanges. The goal of this handshake is

to schedule data-packet transmissions in future data-time-slots and to reserve those

data-time-slots among the interfering links such that data-packet collisions are avoided.

The three-way handshake consists of (1) a request of future data-time-slots, (2) a

grant for assigning the requested data-time-slots, and (3) a grant confirmation for

acknowledging the grant.
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In GM-RBDS, whenever a node is selected by the election algorithm, it transmits a

scheduling packet that contains the following requests, grants, and grant confirmations.

The node requests for every outgoing link as many data subframes as can be covered

completely with unscheduled data packets
(

i.e., if there are mds data-time-slots per

data-subframe, the number of data-subframes requested for link (i , j) is
⌊∑

fn∈F Q
(i ,j)
i,fn

mds

⌋)
.

The node grants the longest unexpired request it has received so far and which has not

already been granted. The node confirms any grants it has received which have not

been confirmed before and that do not collide with each other. In this way, by following

GM-RBDS, the nodes attempt to schedule as many data-packet transmissions as they

need, and these transmissions are scheduled on an as-soon-as-possible manner.

The size of the stability region of the GM-RBDS policy depends on the ability of the

links to perform the three-way handshakes successfully (Chapter 2). If the probability

that a link finishes successfully a three-way handshake is low, the link’s queue will

decrease at a lower rate. Therefore, the link’s ability to forward data packets within

some time range is going to be lower (i.e., the highest packet rate supported by the

link is lowered), and this reduces the size of the stability region. The probability that a

three-way handshake of link (i , j) is successful depends on the nodes that i can listen

to but j can not (i.e., the active nodes hidden from j , which are S ia\S
j
a) and the degree of

link (i , j).

Based on the probability of successful three-way handshakes, sufficient conditions

that guarantee queue stability under the GM-RBDS policy in the multihop scenario are

given as follows.

Theorem 3.1. Network G under GM-RBDS, min-hop routing, and the 2-hop interference

model is stable if the packet rate λjf supported by every node j in N satisfy Eq. 3–15 .

5 The set operator \ refers to the relative complement, i.e., S ia\S
j
a ,

{
k ∈ S ia : k /∈ S ja

}
.
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λjf <
1

5
∑
i∈S jd
d (i ,j)

∣∣S ia\S ja∣∣ ∀ j ∈ N (3–1)

See Appendix D for the proof of Theorem 3.1.

Therefore, in order to guarantee stability in the multihop scenario with min-hop

routing and GM-RBDS, the input-packet rate of flow fn (i.e., λn) must be less than

the following rate: the minimum packet rate among all the packet rates that nodes

along the flow’s path can assign to the flow. This is shown in Eq. 3–2, where λjmax is the

upper-bound for node j ’s rate λjf according to Eq. 3–1
(

i.e., λjmax ,(
5
∑
i∈S jd
d (i ,j)

∣∣S ia\S ja∣∣)−1).

λn < min
{
λjmax : j ∈ pn

}
∀ fn ∈ F (3–2)

3.3.2 TP Control Algorithm

The goal of our TP control algorithm is to expand the lower-bound region given

by Eq. 3–2. By expanding this region, the flow rates λn can take higher values while

guaranteeing stability, and therefore, the maximum total throughput the network can

support for the given flows is increased. Let the maximum total throughput be denoted

by λT and defined in terms of the lower-bound region for the flows’ input-packet rates

given by Eq. 3–2 as follows.

λT ,
∑
pn∈F

min
{
λjmax : j ∈ pn

}
(3–3)

According to Eq. 3–3, Eq. 3–2, and Eq. 3–1, λT depends on the direct 1-hop

neighborhoods
(

i.e.,
{
S jd : j ∈ N

})
, the link degrees

(
i.e.,

{
d (i ,j) : (i , j) ∈ L

})
, and the

active 1-hop neighborhoods
(

i.e.,
{
S ja : j ∈ N

})
as follows.

λT =
∑
pn∈F

(
min
j∈pn

1

5
∑
i∈S jd
d (i ,j)

∣∣S ia\S ja∣∣
)

(3–4)
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Given that the flows are determined by the min-hop routing algorithm, the following

parameters in Eq. 3–4 are fixed:
{
pn ∈ F

}
,
{
S jd : j ∈ N

}
, and

{
d (i ,j) : (i , j) ∈ L

}
.

Therefore, in order to increase λT, the only parameters that can be modified are the

active 1-hop neighborhoods
(

i.e.,
{
S ja : j ∈ N

})
. They can be modified by means of

TP control such that λT is maximized. This optimization problem, which we call stability

region adaptation for throughput maximization (SRA-TM), is given as follows.

Definition 7. Given a set of flows F calculated by the min-hop routing algorithm, the

SRA-TM problem consists of the maximization of λT by means of TP control such that

none of the nodes exceed the maximum TP and none of the paths are broken. That is,

maximize
∑
pn∈F

(
min
j∈pn

1

5
∑
i∈S jd
d (i ,j)

∣∣S ia\S ja∣∣
)

subject to 0 ≤ r i ≤ rmax ∀ i ∈ N

r i , r j ≥ ||i , j || ∀ i ∈ S jd, j ∈ N

(3–5)

Remark. In the SRA-TM problem, the flow paths are given and left unmodified. Higher

values for λT could be achieved if the flow paths were modified by including them as

decision variables. For example, a routing scheme can uniformly distribute the traffic

loads across the links of the network so that links with high levels of congestion are

avoided. This problem corresponds to a joint optimization of the topology and flow paths

based on the stability region. This problem can be further studied due to its potential

benefits on λT. However, this chapter deals only with the stability-region-based topology

control as a first step towards the problem of stability-region-based joint topology and

routing control.

Remark. If the data traffic in the network changes dynamically, the flow paths may

change as well. In this scenario, the SRA-TM problem needs to be solved for every

flow-path change. Therefore, the speed of convergence of algorithms that solve the

SRA-TM problem is an important metric for such a scenario. The algorithms should
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be able to keep up with the rate of change of the flow paths. On the other hand, if

the data-traffic levels of a set of flows change but the flow paths do not change, the

SRA-TM problem does not need to be solved again. The reason is that the solution of

the SRA-TM problem is the topology that allows those flows to support the maximum

level of data traffic while guaranteeing stability. This means that the data-traffic levels in

the flows may vary as long as they do not exceed such maximum levels (i.e., min
{
λjmax :

j ∈ pn
}

∀ fn ∈ F ), and this can be guaranteed by means of call-admission-control

algorithms.

In order to solve the SRA-TM problem, the TP algorithm shown in Figure 1 is

proposed6 . This algorithm is called heuristic stability region adaptation (HSRA).

The following definitions are necessary for the operation of the HSRA algorithm.

Definition 8. The bottleneck node of flow fn is the node with the lowest maximum rate

among all the intermediate and destination nodes of the flow, i.e., let j be the bottleneck

node of fn, then j = argmini∈{pn(m):2≤m≤|pn|} λ
i
f.

Definition 9. Node h is hidden from node j if and only if h ∈ S ia\S
j
a for some i ∈ S jd.

Definition 10. The MinPower setup is the set of minimum TPs whose transmission

ranges guarantee that none of the links of the flows in F is broken.

The operation of the algorithm is as follows. First, the nodes’ TPs
(
i.e., {r i : i ∈ N}

)
are set according to the MinPower setup (line 2 in Algorithm 1). By reducing the TPs

(Definition 10), the spatial reuse in the network is increased, and as a consequence, the

total throughput is increased as well7 . Then, the maximum throughput that intermediate

and destination nodes can support for the flows they belong to is calculated (line 3

6 The SRA-TM problem is formulated as a mixed integer program with non-linear
constraints in E. This formulation is used in Section 3.4 for calculating the optimal
solution of the simulated instances of the SRA-TM problem.

7 This spatial-reuse-based TP control is the basis of the algorithms proposed in
[54, 56, 57, 81].
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Algorithm 1 HSRA Algorithm
procedure HSRA(N , F , M)
{r i} ← MINPOWERSETUP(N )
{λimax} ← NODEMAXRATES(N )
T ← TOTALTHROUGHPUT(F , {λimax})
for m ← 0, m < M, m ← m + 1 do
fn ← PICKFLOWRANDOMLY(F)
j ← BOTTLENECKNODE(fn, {λimax})
S jd ← DIRECT1HOPNEIGH(j)
for every i in S jd do
S ia\S

j
a ← HIDDENACTIVENODES((i , j))

end for
i ← NODEHIDDENTHEMOST({S ia\S

j
a})

if ||i , j || < rmax then
raux ← r i
r i ← ||i , j ||
{λiaux} ← NODEMAXRATES(N )
Taux ← TOTALTHROUGHPUT(F , {λiaux})
if Taux > T then
{λimax} ← {λiaux}
T ← Taux

else
r i ← raux

end if
end if

end for
end procedure

in Algorithm 1). This is done using Eq. 3–1, which defines the nodes’ maximum

throughput. Based on these maximums, the total throughput the network can support is

calculated (line 4 in Algorithm 1).

Once the total throughput under the MinPower setup is known, flows are selected

randomly one-by-one for a number of M times (line 5 in Algorithm 1). Every time a flow

is selected, the maximum throughput the flow can support is increased if this causes

that the total throughput be increased as well. Otherwise, the flow is left unmodified. The

throughput of the selected flow is increased as follows.

Let the selected flow be denoted by fn (line 6 in Algorithm 1). The bottleneck node

of fn is found first by tracking the node of the flow with the lowest maximum throughput
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(Eq. 3–2). Let this node be denoted by j (line 7 in Algorithm 1). The maximum rate of j(
i.e., λjf

)
is increased by increasing the TP of one of j ’s 2-hop neighbors (lines 8 to 15

in Algorithm 1). However, this TP increase is confirmed only if the total throughput

(i.e., λT) is increased as well (lines 16 to 20 in Algorithm 1). Otherwise, the TP of j ’s

2-hop neighbor is left unmodified (line 22 in Algorithm 1). The total throughput may be

decreased given that the TP increase of j ’s 2-hop neighbor may decrease the maximum

rate of other bottleneck nodes in the network, and this maximum-rate decrease may be

higher than the increase on j ’s maximum rate.

The 2-hop neighbor of node j whose TP is increased is selected so that the

factor |S ia\S
j
a| on the denominator of the upper-bound for λjf is decreased (Eq. 3–1).

Qualitatively, this TP increase can be explained as follows. Node j (i.e., the bottleneck

node) has a set of 1-hop neighbors that are sending data packets to it
(

i.e., S jd
)

. Let

i be one of these nodes, and consider the link (i , j) and the input and output queues

Q
(i ,j)
i and Q(i ,j)o of node i as shown in Figure 3-1. In order for i to transmit packets to

j , a reservation of future data-time-slots is required. When nodes i and j finish this

reservation successfully, data packets in node i ’s input-queue
(

i.e., Q(i ,j)i

)
are moved

to node i ’s output-queue
(

i.e., Q(i ,j)o

)
, and these packets are later pulled from Q(i ,j)o

for their transmission. Therefore, for the queues Q(i ,j)i and Q(i ,j)o to have their lengths

decreased, the reservation performed by nodes i and j needs to be successful, i.e., the

three-way handshake for scheduling data-packet transmissions on link (i , j) needs to

be successful. The probability that the handshake is successful and that the queues

decrease their length depends on the grants received by node i and not received by

node j . In the following, we refer to these grants as hiddengrants. If i requests future

data-time-slots to j and a hidden grant is received by i before j transmits its grant to i , j ’s

grant may not be confirmed by i . This is because the hidden grant may interfere with j ’s

grant. On the other hand, if j is able to listen to the hidden grant, j is able to generate its

grant such that it does not interfere with the hidden grant, and i will be able confirm j ’s
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grant8 . Therefore, in order to increase the probability of handshake success and queue

decrease, the TP of the node that transmits the hidden grant (i.e., the node hidden from

j) can be increased such that node j is able to listen to the hidden node’s transmissions.

Node j may have more than 1 hidden nodes in every incoming link from the nodes

in its direct 1-hop neighborhood. The HSRA algorithm chooses only one of those hidden

nodes for increasing its TP. The node that is chosen is the node that is hidden from the

highest number of nodes (i.e., node j and all the other intermediate or destination nodes

unable to listen to the hidden node). This is performed in lines 8 to 12 in Algorithm 1.

In this way, the maximum rate is increased for all those nodes so that, if one or more of

those nodes are bottleneck nodes, higher improvements on the total throughput can be

achieved.

The role that the objective function of the SRA-TM problem (Eq. 3–5) plays in the

HSRA algorithm is the quantification of the throughput improvement by the TP increase

on hidden nodes. By increasing the TP of a node hidden from a bottleneck node, the

factor S ia\S
j
a in the denominator of Eq. 3–5 is decreased for the bottleneck node, and

as a consequence the bottleneck node’s maximum rate is increased. However, the TP

increase on the hidden node may also cause an increase on the S ia\S
j
a factor of other

bottleneck nodes. Therefore, the objective function allows the algorithm to trade off

between decreasing the number of hidden nodes by increasing TP and maintaining

spatial reuse by not increasing TP. In the algorithm, this tradeoff is achieved by testing

the improvement on the total throughput (lines 14 to 23 in Algorithm 1).

8 The problem of node j not being able to listen hidden grants is the hidden-node
problem version for reservation-based distributed scheduling policies. This problem is
studied in detail in Chapter 2.
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3.4 Simulation Results

The performance evaluation of the HSRA algorithm was performed by means of

simulation using the simulator proposed in Chapter 5. The simulated network is an

IEEE 802.16 mesh network with distributed scheduling under the configuration shown

in Table 3-1. The number of nodes was specified as a simulation parameter. The nodes

were uniformly distributed in a square area such that the node density was always

kept at 15 nodes per unit area. The maximum transmission range of the nodes was

set at 0.3 (i.e., rmax = 0.3). The connectivity of the network under bidirectional links

and with the nodes’ transmission ranges set at rmax was confirmed before executing

the min-hop routing algorithm. The number of flows was specified as a simulation

parameter. The source and destination nodes of every flow were uniformly distributed

among all the nodes in the network. The min-hop routing algorithm calculated the flow

paths under the MaxPower setup which is the power assignment when all the nodes’

transmission ranges are set at the maximum (i.e., rmax). Once the paths were calculated,

the transmission ranges of the nodes were found using the HSRA algorithm. Also, the

optimal transmission ranges (i.e., the solution to the SRA-TM problem (Eq. 3–5)), which

we call OptPower, were found using the formulation of the SRA-TM problem as a mixed

integer program with non-linear constraints (MIP-NLC) (Appendix E). The MIP-NLC was

solved using the Branch And Reduce Optimization Navigator (BARON) Solver [4], which

is a system for solving non-convex optimization problems to global optimality. Finally, the

network was simulated under the MaxPower, MinPower, OptPower, and HSRA setups.

Figure 3-2 shows the average output-queue length for three networks with 20

nodes each and increasing number of flows (i.e., 10 flows in Figure 3-2A, 15 flows in

Figure 3-2B, and 20 flows in Figure 3-2C). The input-queues have been omitted because

they are guaranteed to always be stable (Chapter 2). The flow rates in each network

were all set at the same value. These are 8, 6, and 5 packets per frame for the networks

in Figures 3-2A, 3-2B, and 3-2C respectively. These values were set so that their
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Table 3-1. Institute of Electrical and Electronics
Engineers (IEEE) 808.16 mesh network
configuration

Parameter Value
Frame length 10 ms
Control-time-slot length 63 µs
Number of control-time-slots per frame 4
Number of data-time-slots per frame 256
NextXmtMx† 7
XmtHoldoffExponent† 6
Link scheduling GM-RBDS
Routing min-hop
† This is a parameter of the election algorithm used

for specifying the frequency that nodes transmit
scheduling packets.

corresponding HSRA network became unstable if they were increased by at least one

point. In this way, the network operates at a point inside the stability region and close

to its boundary. Therefore, when any of the rates is increased by at least one point, the

network operates outside the stability region, and therefore, it is unstable.

The stability of the HSRA network was determined by a visual test on Figure 3-2A,

Figure 3-2A, and Figure 3-2A. However, a more rigorous procedure for testing stability

is by means of a constant false-alarm rate (CFAR) test. The CFAR test proposed in

[82] tests the hypothesis that a network is stable from samples of the queue lengths.

According to this test, the false-alarm rate (i.e., the probability that a stable network

is regarded as unstable) of the HSRA networks of Figure 3-2A, Figure 3-2A, and

Figure 3-2A are 0.17, 1.9 × 10−7, and 3.1 × 10−30 respectively9 . This means that

according to the test, the HSRA networks are likely to be unstable. In other words, if

the networks are regarded as unstable, the probability that this judgment is incorrect

9 These results were obtained by sampling the queue lengths at 25 points equally
spaced during the last 25% of the simulation time. This is done in order to approximate
the assumptions of the CFAR test in [82]. The assumptions are that the samples are
statistically independent and that the initial transient is over.
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Table 3-2. False-alarm rate comparison for the heuristic-stability-region-adaptation
(HSRA), MinPower, MaxPower, and OptPower configurations

MaxPower MinPower HSRA OptPower
10 flows 1.2× 10−131 3.2× 10−5 0.17 0.57
15 flows 0 0.83 1.9× 10−7 0.90
20 flows 6.6× 10−136 0.75 3.1× 10−30 1.3× 10−6

(i.e., the probability that the networks are stable) is 0.17, 1.9 × 10−7, and 3.1 × 10−30

respectively. For the purposes of the analysis of the results, this fact is ignored10 . The

average queue lengths may increase indefinetly (i.e., they are unstable) according to

the CFAR test but at a low rate. Thus, the HSRA networks may be operating at a point

outside the stable region but close to its boundary, which is the important fact when

comparing the algorithms (i.e., MaxPower, MinPower, OptPower, and HSRA).

Table 3-2 shows the false-alarm rates of all the cases in Figure 3-2A, Figure 3-2A,

and Figure 3-2A. These results are useful for the cases that are difficult to compare

visually. For example, in Figure 3-2A, the MinPower, HSRA, and OptPower networks all

have similar average queue lengths. However, Table 3-2 shows that among these three

networks, the networks that are most and less likely to be unstable are MinPower and

OptPower respectively.

Close to the end of the simulation time, when the transient behavior of the queues

is over, the average queue lengths of the different power setups (i.e., MaxPower,

MinPower, OptPower, and HSRA) can be compared. In Figure 3-2A, the MaxPower

setup has the worst performance (i.e., the largest average queue length), and the

MinPower, OptPower, and HSRA have similar performance. Therefore, when the number

of flows is low (i.e., 10 flows), the MinPower and the HSRA algorithms are able to

10 Otherwise, the simulations would have to be run several times to fine tune the
packet rates so that stability is guaranteed according to the CFAR test. This fine tuning
is not practical due to the length of the simulations. These are long due to the fact that
the networks operate near to the stable-region boundary. On average, one network
simulation takes 72 hours to complete.
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achieve queue lengths that are close to the lengths achieved by the optimal solution

(i.e., OptPower). On the other hand, when the number of flows increases, the MinPower

algorithm does not achieve a performance close to the optimal one while the HSRA

algorithm does. This is shown in Figures 3-2B and 3-2C. The MaxPower and MinPower

algorithms have similar performance which is worse when compared with the HSRA

algorithm. The HSRA algorithm achieves average queue lengths that are close to the

lengths achieved by the optimal solution. Therefore, the HSRA algorithm enables the

flows to carry more traffic while guaranteeing stability than the MaxPower and MinPower

algorithms do. Also, it is confirmed that the technique of only maximizing the spatial

reuse by reducing the transmission ranges (i.e., MinPower) does not perform well when

the flow density increases (i.e., when the number of flows increases and the number

of nodes is kept constant.). On the other hand, the technique of adapting the stability

region to the given set of flows by means of TP control (i.e., HSRA) does perform well

when the flow density increases.

The HSRA algorithm achieves average queue lengths that are slightly lower than

those of the OptPower setup in some cases (Figure 3-2A and Figure 3-2C at the end

of the simulation time). This is due to the fact that the SRA-TM problem is based on

the lower-bound region (Section 3.3.2). In the SRA-TM problem, the lower-bound

region, and not the stability region itself, is adapted to the set of flows, i.e., the stability

region is adapted through the lower-bound region. The reason for this is that the

exact formulation of the stability region is not available. The stability region is usually

characterized with the lower-bound region because its exact characterization is not

feasible due to its complexity11 . Therefore, the accuracy of the solutions based on the

11 See [26, 35, 36, 50, 60, 61, 69, 71, 74, 83, 84] for the literature on the problem of
characterizing the stability region of link-scheduling policies.
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lower-bound region such as HSRA and OptPower are affected by the tightness of this

region.

Figure 3-3 shows a comparison of the performance improvement achieved

by the HSRA and MinPower algorithms. This comparison is based on the ave-

rage-queue-length reduction achieved by the HSRA and MinPower algorithms with

respect to the average queue length of the MaxPower algorithm. For example, in

Figure 3-3A, for the case of 10 nodes, the MinPower and HSRA queue-length-reduction

bars indicate that the MinPower and HSRA algorithms achieve average queue lengths

that are 16% and 23% smaller than the MaxPower average queue length respectively.

Figure 3-3A shows the performance improvement when the number of nodes increases

and the number of flows is fixed at 10. Figure 3-3B shows the performance improvement

when the number of flows increases and the number of nodes is fixed at 20. The flow

rates were set at 10, 10, 8, and 10 packets per frame in Figure 3-3A, and they were set

at 8, 6, 5, and 3, in Figure 3-3B. These frame rates were also set such that if they are

increased by at least one point, their corresponding networks become unstable.

In Figure 3-3A, when the number of nodes increases, the HSRA algorithm always

achieves an improvement higher than the one achieved by the MinPower algorithm.

The average-queue-length reduction achieved by the HSRA algorithm is on average

6.8 points above the reduction achieved by the MinPower algorithm. This difference of

improvements does not increase as the number of nodes in the network increases. The

HSRA improvement is above the MinPower improvement by 7.02, 9.68, 3.07, and 7.37

points for the cases of 10, 15, 20, and 25 nodes respectively. Therefore, both algorithms,

MinPower and HSRA, respond similarly as the number of nodes increases. That is, the

MinPower and HSRA algorithms are able to maintain reductions of the average queue
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A 10 flows

B 15 flows

C 20 flows

Figure 3-2. Average output-queue length comparison for the
heuristic-stability-region-adaptation (HSRA), MinPower, MaxPower, and
OptPower configurations
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A Increasing number of nodes

B Increasing number of flows

Figure 3-3. Performance comparison of the HSRA and MinPower algorithms

lengths as the length of the paths increase12 . This results in higher transport capacities

when the MinPower and HSRA algorithms are used13 . Between the two algorithms,

HSRA achieves the highest transport capacity.

12 Note that given that the node density and number of flows are kept constant as the
number of nodes increases, the average length of the paths increases with the number
of nodes.

13 The transport capacity of a flow is the product of the maximum rate supported by the
flow and the length of its path. The transport capacity of the network is summation of the
flows’ transport capacities.
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In Figure 3-3B, when the number of flows increases, the HSRA algorithm always

achieves an improvement that is higher than the one achieved by the MinPower

algorithm too. The average-queue-length reduction achieved by the HSRA algorithm

is on average 27.0 points above the reduction achieved by the MinPower algorithm.

This difference of improvements is greater than the one achieved when the number of

nodes increases (Figure 3-3A), which is 6.8 points. Also, the difference of improvements

increases with the number of flows in the network, which was not the case when

the number of nodes increases. The HSRA improvement is above the MinPower

improvement by 3.1, 19.5, 29.3, and 56.1 points for the cases of 10, 15, 20, and

25 flows respectively. Therefore, when the flow density, which is defined as the

ratio among the number of flows and nodes in the network, increases, the HSRA

algorithm achieves average-queue-length reductions that increase too while the

MinPower algorithm achieves average-queue-length reductions that decrease.

This behavior shows that the HSRA algorithm outperforms the MinPower algorithm

when the flow density increases. For example, when the number of flows is 25, the

MinPower algorithm has an average-queue-length improvement of −36.4% (i.e., it

increases the average-queue-length by 36.4%) while the HSRA algorithm has an

average-queue-length improvement of 19.7% (Figure 3-3B).

According to Figure 3-3, the general tendency of the HSRA queue-length-reduction

is that it increases when the flow density decreases (Figure 3-3A), and it decreases

when the flow density increases (Figure 3-3B). Therefore, the HSRA algorithm performs

better than MaxPower, and the HSRA reaches higher performance levels when the

flow density is low. In Figure 3-3A and Figure 3-3B there is an exception to the general

tendency when the number of nodes increases from 10 to 15 and when the number

of flows increases from 15 to 20 respectively. The reason is that for the particular

simulated scenarios with 15 nodes and 20 flows respectively, the topology induced by

the MaxPower setup happened to be similar to the topology induced by the OptPower
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setup due to the random node locations and flows’ sources and destinations. Therefore,

in these scenarios, the HSRA algorithm improved the initial MaxPower topology by

smaller amounts.

Figure 3-3 also shows the increase that the HSRA algorithm causes on the total

throughput (i.e., the objective function λT of the SRA-TM problem (Eq. 3–5)). This

increase corresponds to the stretch that the algorithm does to the lower-bound region

of the link-scheduling policy. Initially, the network stability region is determined by the

MaxPower setup. Once the algorithm is executed, the stability region is determined by

the HSRA power setup. Therefore, the increase that the HSRA algorithm causes on the

total throughput corresponds to the increase achieved by modifying the MaxPower

stability region according to the HSRA algorithm. For example, in Figure 3-3A,

for the case of 10 nodes, the HSRA algorithm increases the total throughput by

24.4%. The total-throughput increase does not show a direct-proportional nor an

inverse-proportional relation with the number nodes or flows. In both Figures 3-3A and

3-3B, the total-throughput improvement increases and decreases with both the number

of nodes and flows. Also, when the total-throughput improvements achieved when

the number of nodes increases (Figure 3-3A) are compared with the ones achieved

when the number of flows increases (Figure 3-3B), they are similar on average. The

average total-throughput improvements in Figures 3-3A and 3-3B are 40.5% and 40.9%

respectively. The total-throughput improvements in Figure 3-3A are 24.4%, 76.5%,

36.7%, and 24.4% for the cases of 10, 15, 20, and 25 nodes respectively, and the

total-throughput improvements in Figure 3-3B are 36.7%, 34.3%, 46.4%, and 46.1%

for the cases of 10, 15, 20, and 25 flows respectively. Therefore, the HSRA algorithm

performs similarly when either the average flow length or the average flow density

increases. This result extends to the average-queue-length reductions achieved by

the HSRA algorithm when the number of nodes and flows increase. These averages

are similar to each other; they are 35.2% and 32.5% respectively. However, there is
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a difference between the average-queue-length and total-throughput improvements

achieved by the HSRA algorithm. For example, in Figure 3-3A, for the case of 25

nodes, the average-queue-length improvement is 30.4 points above the total-throughput

improvement, and in Figure 3-3B, for the case of 25 flows, the average-queue-length

improvement is 26.4 points below the total-throughput improvement. Therefore, although

the improvement on the maximum total-throughput achieved by the HSRA algorithm

improves the average queue length in the network, the amount of the total-throughput

improvement differs from the amount of average-queue-length improvement. This

difference is due to the fact that the HSRA algorithm is based on the lower-bound

region (Eq. 3–1) and not on the stability region itself. Therefore, the tightness of the

lower-bound region (i.e., how close it is to the stability region) affects the performance

of the technique the HSRA algorithm is based on. The algorithm can predict more

accurately the size of the expansion it performs on the stability region with a tighter

lower-bound region.

Figure 3-4 shows the performance of the HSRA Algorithm as a function of M. This

performance is evaluated in terms of the probability that the HSRA Algorithm finds

the optimal solution of the SRA-TM problem when M increases. Figure 3-4A shows

the performance when the number of flows is fixed at 10 and the number of nodes is

10, 15, 20, and 25. Figure 3-4B shows the performance when the number of nodes is

fixed at 20 and the number of flows is 10, 15, 20, and 25. According to Figure 3-4A,

the performance is similar when there are 10 and 15 nodes, and it is also similar

when there are 20 and 25 nodes. However, the general trend is that the performance

improves as the number of nodes increases (i.e., as the flow density decreases). When

the flow density decreases, the probability that a flow interferes with another flow

decreases. Therefore, the number of bottleneck nodes whose maximum throughput

can be increased by increasing the TP of nodes in adjacent flows (i.e., hidden nodes)

is lower, so the HSRA algorithm is able to find those hidden nodes with a lower M.
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According to Figure 3-4B, the performance decreases with the number of flows. This

result is also due to the relation between the HSRA Algorithm and the flow density. As

the number of flows increases in Figure 3-4B, the flow density increases, and therefore,

the HSRA needs a higher M to find the hidden nodes whose TP needs to be increased.

A Increasing number of nodes

B Increasing number of flows

Figure 3-4. Probability that HSRA calculates the optimal solution as a function of M

3.5 Summary

The Heuristic-Stability-Region-Adaptation algorithm has been proposed for

transmission power control. This algorithm increases the input-packet rates that flows

can support and decreases the end-to-end delays. It is is based on the adaptation of

the stability region of a given link-scheduling policy when only the links that belong
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to a given set of flows are considered. The algorithm can be readily adapted to any

link-scheduling policy whose stability region has been characterized, so it is not limited

to any specific scheduling approach such as RTS/CTS-based policies. The improvement

on throughput achieved by our algorithm was evaluated by means of simulation for the

min-hop routing algorithm and the GM-RBDS link-scheduling policy in IEEE 802.16

mesh networks. It was shown that it outperforms the classical solution of reducing

transmission powers to increase spatial reuse. Also, its performance was evaluated. It

was found that it depends on the flow density. The performance increases as the flow

density decreases.
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CHAPTER 4
DISTRIBUTED TOPOLOGY CONTROL USING POTENTIAL GAMES

In this chapter, the problem of maximizing the total end-to-end throughput when

a set of flows is given is addressed. The set of flows represents the traffic between

end users that is generated by their applications such as end-to-end video/audio

sessions. The maximization of the total end-to-end throughput is performed by means of

transmission power (TP) control that the flows perform collaboratively.

Intuitively, our TP control can be described as follows. The maximum throughput

that a given flow supports depends on the throughput that each of the nodes along

the flow’s path supports, and the maximum throughput that a node supports depends

on its scheduling policy and the conflicts1 with surrounding nodes which also need

to schedule packet transmissions [49]. Therefore, by means of TP control, the nodes

are able to reduce the number of conflicts either by decreasing the interference (i.e.,

reducing TP) and/or coordinating future packet-transmission times such that no

conflicting transmissions are performed simultaneously. The latter approach is used

in this chapter, i.e., the flows control the TPs so that nodes are able to listen to each

other’s schedules in order to coordinate future packet transmissions more successfully.

Mathematically, our TP control can be characterized using the stability region of the

WMN. The maximum throughput that nodes support is characterized by the physical-link

capacity and the stability region of the link scheduling policy. This region is the set

of input-packet rates supported by the links of the network that guarantee that their

queues are stable (i.e., the link queues are positive recurrent) [69]. The physical-link

capacity determines the maximum number of bits that the packets can carry. In the

TP control approach, the network topology is modified such that the stability region is

1 Scheduling conflicts arise between nodes when they attempt to transmit packets
simultaneously and the interference they cause on each other is high enough to cause
packet collisions.
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adapted to the given set of flows. The goal of this adaptation is to maximize the highest

input-packet rate supported by the flows that guarantee stability. This approach was

originally proposed in Chapter 3, in which the TP-control algorithm was heuristic and

centralized. In this chapter, we propose and analyze a distributed TP-control algorithm

by means of potential games [53]. Specifically, we formulate the TP-control optimization

problem as a potential game in which the flows (i.e., players) collaborate to maximize the

packet rates they can support by adapting the stability region. The game is formulated

such that the flows compete for helping each other. They help each other by making

sure that none of their individual actions affect other flows negatively. Therefore, in the

game, the flows are rewarded when they benefit not only themselves but other flows as

well, i.e., they are rewarded when they collaborate.

The TP-control optimization problem is a mixed integer program with non-linear

constraints (Chapter 3 and Appendix E). Therefore, in order to analyze the potential

game, the problem is modified heuristically such that it can be formulated as an

integer linear program. Based on this modification, the Nash equilibrium of the game

is characterized. However, due to the modification, the Nash equilibrium is suboptimal

with respect to the objective function of the original problem (i.e., the problem with no

modifications). Therefore, a performance bound for the equilibrium is found. In this way,

the equilibrium can be compared with the optimal value of the objective function of the

original problem.

The chapter is organized as follows. The related work and contributions are

discussed in Section 4.1. Section 4.2 describes the network model. In Section 4.3,

the potential game for maximizing the total end-to-end throughput is proposed and

analyzed. In order to demonstrate the how the potential game can be used for a specific

network, a distributed topology-control algorithm for Institute-of-Electrical-and-Elec-

tronics-Engineers (IEEE) 802.16 WMNs is developed in Section 4.4 based on the

game. A performance bound for the algorithm is also calculated. In Section 4.5, the
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bound is compared with simulation results. Also, the proposed algorithm is compared

with the centralized and heuristic algorithm of Chapter 3 and the algorithm based

on spatial-reuse maximization (i.e., nodes transmitting at minimum power levels that

guarantee connectivity). Finally, a summary of the chapter is presented in Section 4.6.

4.1 Related Work

Our stability-based topology-control approach is primarily based on the ideas

presented in [10, 11, 89] and Chapter 3. In [11], the network is partitioned based on

the notion of local pooling2 , and each partition is assigned to a channel of the network.

In this way, greedy maximal scheduling (GMS) is guaranteed to achieve the optimal

stability region in each channel. In [10, 89], network topologies are identified for which

GMS policies achieve the optimal stability region. Although [10, 89] provide insightful

results for the understanding of GMS policies, the network topologies they identify

are not suitable for real scenarios [37]. This is due to the conditions that guarantee

optimality for such network topologies. These conditions include 1-hop interference,

1-hop traffic, and a topology that corresponds to an F-free graph3 . Real WMNs

hardly meet these restrictive conditions. In our algorithm, the flows modify realistically

the network topology using TP control to adapt the stability region. The algorithm

is distributed, and it is based on the heuristic and centralized algorithm proposed in

Chapter 3.

In [58], the dynamic routing and power control (DRPC) algorithm was proposed.

DRPC finds the optimal solution. At every time slot, DRPC is given the set of end-to-end

nodes with their corresponding end-to-end data rates, the channel states, and the queue

lengths, and finds the optimal set of routes and TPs that maximize throughput. However,

this is a constrained optimization problem that requires global information of the network

2 See Section 4.3.1 for the definition of local pooling.

3 See [10] for the definition of F-free graphs.
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(i.e., channel states and queue lenghts) at every time slot, so, in [58], a suboptimal

distributed algorithm was also proposed for random-access scheduling policies. In [25],

another random-power-selection algorithm for random-access scheduling policies was

proposed. It is shown that it achieves maximal throughput in the following sense: the

throughput achieved by any fixed power selection is at most equal to the throughput

achieved by the random-power-selection algorithm.

Other topology-control algorithms for throughput maximization were proposed

in [7, 30, 33, 54, 56, 57, 81]. In [25, 54, 56, 57], the total throughput is increased by

increasing the spatial reuse. This is achieved by reducing the nodes’ TPs. In [30, 33],

the total throughput is increased further by not only considering the spatial reuse but

also the exposed and hidden nodes. In [81], a TP control algorithm for request-to-send

(RTS)/clear-to-send (CTS) based protocols is proposed that decreases the area

occupied by links during their transmissions, and it is shown that with this scheme,

routing algorithms that favor short hops achieve higher levels of throughput. In [7],

the problem of integrated link scheduling and TP control for throughput optimization is

shown to be nondeterministic polynomial time (NP) complete. Therefore, a heuristic

algorithm is developed. Its goal is to minimize the schedule length necessary to

satisfy all the link loads determined by a given routing algorithm. In this way, the

total throughput of the network is increased because more scheduling cycles can be

performed per time unit.

Our approach differs from the previous algorithms in that it is based on the stability

region of the link-scheduling policy. Therefore, our approach can be used for any policy

whose stability region has been characterized. Also, our approach differs in that it

is based on a distributed collaboration of the flows to increase their corresponding

throughput.
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Contributions.

The contributions of this chapter are as follows.

• A new framework for the development of distributed algorithms that maximize the
total end-to-end throughput in WMNs is proposed. This framework is based on the
stability region of the WMN’s link-scheduling policy. It consists of a potential game
in which a given set of flows act as players that collaborate to maximize the packet
rates they can support while guaranteeing stability.

• Based on the proposed framework, a new distributed TP-control algorithm
is developed for IEEE 802.16 WMNs. The Nash equilibrium of this game is
characterized by means of integer-linear-programming techniques.

• A performance bound for the new TP-control algorithm is found and compared
with simulation results. Also, it is shown that in more than 30% of the simulated
networks, our algorithm finds a topology that reaches a throughput that is 96% to
100% of the maximum throughput. This performance is superior when compared
with the one achieved by the classic TP-control approach based spatial-reuse
maximization.

4.2 Network Model

A WMN whose communication graph is denoted by G = (N ,L) is considered.

N is the set of nodes in the network, and L is the set of links. Links are directional.

The link directed from node i to node j is denoted by (i , j). The nodes’ transmissions

are omnidirectional, and a link belongs to L if and only if the transmission range of the

source node covers the destination node. The interference set of link (i , j) is denoted by

E (i ,j) and contains all the links in L that interfere with link (i , j). The transmission packet

rate of link (i , j) is denoted by λ(i ,j), and the vector of link packet rates is denoted by

λ = [λ(i ,j)](i ,j)∈L.

Time is divided into frames, and each frame is divided into a control-subframe

and a data-subframe. Control-subframes are divided into control-time-slots that are

used for the transmission of scheduling packets, and data-subframes are divided into

data-time-slots that are used for the transmission of data packets4 . A packet reception

4 This is the frame structure for the WMNs in [1, 71, 74, 84] and references therein.
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over link (i , j) is successful if and only if no other link in E (i ,j) is activated while the

packet is being transmitted. If such link is activated, there is a collision at node j (i.e, the

destination node of link (i , j)) and the packet reception is unsuccessful.

A feasible schedule h on H, where H is some subset of L, is a link-activation vector

[0, 1]|H| that when all the links in it are activated simultaneously, all the packet receptions

are successful. A feasible schedule h on H is maximal if, when all the links in h are

activated, no more links can be activated without violating the interference constraints.

The set of all possible maximal schedules on H is denoted byMH, and its convex hull is

denoted by Co(MH).

The data traffic consists of a set of flows denoted by F . The flows in F are

enumerated. The n-th flow is denoted by fn. It consists of a path and a mean in-

put-packet rate which are denoted by P fn and λfn respectively (i.e., fn , (P fn ,λfn)).

Path P fn is the set of nodes on which flow fn is established. The data traffic on flow fn is

generated at its source node by a data-packet-arrival process that is Poisson distributed

with mean λfn . The packets leave the network once they arrive at the flow’s destination

node. The nodes in the path that forward the data packets from source to destination

are the intermediate nodes. Every node that is an intermediate or destination node of at

least one flow has a maximum packet rate that it can assign to its incoming traffic while

guaranteeing the stability of its incoming links’ queues. Each of these nodes equally

divides its maximum packet rate among all the flows for which it is an intermediate or

destination node. The maximum packet rate that node j supports for each of these flows

while guaranteeing stability is denoted by λjmax.

The degree of a link is defined as the number of flows it belongs to. It is denoted by

d (i ,j) for link (i , j). The set of links that belong to at least on flow is denoted by L∗. The

vector of link packet rates of the links in L∗ is denoted by λ∗ = [λ(i ,j)](i ,j)∈L∗ . The set of

nodes that belong to at least one flow is denoted by N ∗.
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Node j is a 1-hop neighbor of node i if node i is within node j ’s transmission range.

Node j is a 2-hop neighbor of node i if node j is a 1-hop neighbor of any of node i ’s

1-hop neighbors. The active 1-hop neighborhood of a node is defined as the set of

1-hop neighbors that are intermediate or destination nodes of at least one flow. It is

denoted by S ia for node i . The direct 1-hop neighborhood of a node is the set of 1-hop

neighbors that send data packets to the node. Therefore, the direct 1-hop neighbors

of a node always precede the node in at least one flow’s path. Node i ’s direct 1-hop

neighborhood is denoted by S id.

The transmission range of node i is denoted by r i . The vector of transmission

powers of the nodes in N ∗ is denoted by r, and the vector of their maximum transmission

ranges is denoted by rmax. The Euclidean distance between nodes i and j is denoted by

||i , j ||.

Table F-1 in APPENDIX F summarizes the previous notation of the network model.

4.3 Stability-Region Adaptation

We define the normalized transport capacity of a WMN based on the transport

capacity defined in [28] and the queueing-system stability region defined in [69].

Definition 11. For a given set of flows, the normalized transport capacity (NTC) is the

maximum total number of packets transported in the WMN from the flows’ sources

to destinations per distance unit per time unit that guarantees the stability of all link

queues.

For example, if there are 2 flows in the network, the distance between the flows’

source and destination is 5 meters, the links can transmit up to 103 bits per packet, and

each flow can transport up to 104 bits per second while guaranteeing stability, the NTC is

2× 5× 104

103
= 102 packets-meter per second.

Note that the NTC definition requires a pre-specified set of flows. Therefore, the

NTC is not an absolute performance metric of the WMN. It is a performance metric
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of the WMN for the given set of flows, so a WMN may have different NTC values for

different sets of flows.

The highest packet rate that a flow can transport while guaranteeing stability is

determined by the packet rates that the intermediate and destination nodes can forward

and receive respectively. Let P fnint be the set of intermediate and destination nodes of fn

(i.e., fn’s path without the source node), and let {λjmax : j ∈ P fnint for some fn ∈ F} be the

set of upper-bounds for the packet rates the nodes can forward/receive that guarantee

stability. These upper-bounds are determined from the link-scheduling policy’s stability

region as explained in Section 4.3.1. In order to guarantee stability of the WMN, the

source node of every flow cannot generate data packets at any rate higher than the

minimum upper-bound among the upper-bounds of the intermediate and destination

nodes of the flow. That is, the WMN is stable if

λfn < min{λjmax : j ∈ P fnint} ∀ λfn ∈ F . (4–1)

The NTC is then determined by the distance between flows’ source and destination

nodes and the upper-bounds for the flows’ packet rates given by Eq. 4–1. The source

and destination locations are given and cannot be modified to increase the NTC.

However, the stability region and the paths can be controlled in order to increase the

NTC. In this chapter, we consider the problem of increasing the NTC by controlling only

the stability region distributively as follows.

4.3.1 Access Schemes and the Stability Region

The stability region is defined for WMNs in which the time is slotted and interfering

links take turns to access the slots such that collisions are avoided [69]. The link-sche-

duling policy coordinates the access of the links to the slots. The stability region of

a link-scheduling is the set of packet-arrival rates for which the policy stabilizes the

system. In terms of capacity, the optimal link-scheduling policy is the one whose stability

region is a superset of the stability region of any other link-scheduling policy. It is given
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by Λ = {λ : λ ≼ ϕ for some ϕ ∈ Co(ML)} [69]. In terms of complexity, it is usually the

case that the link-scheduling policies with larger stability regions are more complex. For

example, the optimal scheduling policy [69] requires the solution of an NP-hard problem

(i.e., maximal weighted matching) [66].

The stability region of different link-scheduling policies is characterized by a set of

conditions that if satisfied, the WMN is guaranteed to be stable5 . The basic idea behind

our NTC-adaptation approach is based on these sufficient conditions for stability. We

claim that these can be controlled by manipulating the network topology such that the

highest packet rates the flows can support while guaranteeing stability are increased.

In order to illustrate this idea, we classify the sufficient conditions that guarantee

stability into two main categories as follows6 .

The link-scheduling policies proposed in [26, 44, 51, 84] and Chapter 2 (i.e.,

greedy and constant-time policies) belong to the first category. These policies are

characterized by the sets of interfering links {E (i ,j) : (i , j) ∈ L} and an increasing function

f (i ,j) : λE(i ,j) → R+, where λE(i ,j) is the set of transmission packet rates of the links in

E (i ,j) (i.e., λE(i ,j) , {λ(k,l) : (k , l) ∈ E (i ,j)}). Under these policies, the WMNs are stable if

f (i ,j) < 0 for every (i , j) in L. The intuition behind this is that the combination (i.e., f (i ,j))

of the transmission packet rates of interfering links (i.e., λE(i ,j)) cannot exceed certain limit

in order to guarantee the stability of the WMN. Otherwise, the queues of the interfering

links may build up and never return to the empty state making the network unstable. For

example, greedy scheduling policies [84] require that the conditions in Eq. 4–2 be met,

5 See [27, 65] for a review and comparison of the different link-scheduling policies,
and see [34] and Chapter 2 for link-scheduling policies for IEEE 802.11 and 802.16
WMNs.

6 The link-scheduling policies proposed in [65, 68] (i.e., pick-and-compare policies
[65]), are not discussed here since they already reach the optimal stability region, but at
a high complexity cost [65].
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where c (i ,j) is the capacity of link (i , j) in units of packets-per-slot, and κ is the maximum

number of non-interfering links in the interference set of any link in the network.

∑
(k,l)∈E(i ,j)

λ(k,l)

c (k,l)
< κ ∀ (i , j) ∈ L (4–2)

By considering only the links that belong to at least one flow fn in F (i.e., L∗), the

sets of interfering links {E (i ,j) : (i , j) ∈ L∗} can be modified by means of topology control

in order to minimize the rate at which the functions f (i ,j) increase with the transmission

packet rates in λE(i ,j) . In this way, the NTC of the network can be increased by means of

topology control.

The link-scheduling policies discussed in [35, 37, 45, 46] (i.e., greedy maximal

scheduling) belong to the second category. These policies are characterized by the

concept of local-pooling factor, which is an indicator of how different the effectiveness of

the different maximal link schedules are from each other [45]. This effectiveness makes

reference to their ability to reduce the queue lengths. The higher the local-pooling factor,

the closer the effectiveness of the different maximal schedules. When the different

maximal link schedules are similarly effective, GMS policies are able to support packet

rates that are closer to the boundaries of the optimal stability region. The local-pooling

factor is defined as follows [37]. Let H be some subset of links (i.e., H ⊂ L). The

local-pooling σ∗ factor of a WMN is then given by

σ∗ = sup{σ : σµ � ν ∀ µ,ν ∈ Co(MH), ∀ H ∈ L}.

Therefore, σ∗ depends on the sets of maximal schedules on H. The sets of maximal

schedules are determined by the interference sets {E (i ,j) : (i , j) ∈ L∗}, so σ∗ can be

modified by considering only the interference sets of links that belong to at least one flow

fn in F (i.e., L∗) and controlling the topology of the network. In this way, the NTC of the

WMN can be increased by means of topology control.
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All the previous link-scheduling polices depend on the links in the interfering sets

{E (i ,j) : (i , j) ∈ L∗}, and these sets depend on the nodes transmission ranges r.

Therefore, the stability regions can be controlled by means of r in order to adapt them to

the given set of flows. The goal of this adaptation can be formulated as the improvement

of the NTC by solving the NTC-adapation problem, which is defined next.

The vector of transmission ranges of the nodes that belong to at least one flow,

i.e., r, is feasible if the nodes do not exceed their maximum TP (i.e., r ≼ rmax) and

none of the links in L∗ is broken (i.e., no flow is broken). Let rmin be the vector of

minimum transmission ranges that guarantee that none of the links in L∗ is broken

(i.e., r imin, r
j
min ≥ ||i , j || ∀ i ∈ S

j
d , j ∈ N ). Then, r is feasible if rmin ≼ r ≼ rmax.

Let λfnmax be the highest packet rate that flow fn supports while guaranteeing

stability. According to Eq. 4–1, λfnmax is given by the minimum of the highest packet

rates supported by the nodes in P fnint (i.e., min{λjmax : j ∈ P fnint}). According to the

previous discussion on stability regions, these packet rates are a function of the

link-interference sets {E (i ,j) : (i , j) ∈ L∗}, which in turn, are a function of the transmission

ranges r. This dependence of E (i ,j) on r is denoted by E (i ,j)r . Therefore, the highest

packet rates supported by the nodes are a function of the transmission ranges (i.e.,

λjmax(E jr ) : R
|L∗|
+ → R+, where E jr , {E

(i ,j)
r : i ∈ S jd}), and λfnmax depends on r as shown in

Eq. 4–3.

λfnmax(r) , min{λjmax(E jr ) : j ∈ P fnint}. (4–3)

Definition 12. The NTC-adaptation problem (NTC-AP) is the problem of finding a

feasible vector of transmission ranges r∗ such that there is no feasible r that meets the

following condition: λfnmax(r) > λfnmax(r
∗) for at least one fn in F and λfnmax(r) ≥ λfnmax(r

∗) for

all other fn in F , i.e., there is no vector [λfnmax(r)]fn∈F that dominates vector [λfnmax(r
∗)]fn∈F .

Therefore, the goal of the NTC-AP is to find a vector r∗ of feasible node-transmission

ranges that guarantees Pareto optimality. This can be done, according to Eq. 4–3, by
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controlling the values of the highest packet rates supported by the nodes {λjmax(E jr ) : j ∈

P fnint, fn ∈ F} which are defined by the particular link-scheduling policy adopted in the

network.

In the following section, the framework for solving the NTC-AP is proposed. It is

based on potential-game theory. In this framework, the flows are the players of the

potential game, and they adapt the network topology by controlling the TPs of the nodes

that affect the highest packet rates that guarantee stability. Using the framework, a

distributed algorithm for solving the NTC-AP in IEEE 802.16 WMNs under the greedy

policy proposed in Chapter 2 is proposed and analyzed in Section 4.4.

4.3.2 Distributed TP-Control Algorithms using Potential Games

The following definitions are necessary to formulate the NTC-AP as a normal-form

game. Table F-2 in Appendix F summarizes the notation introduced in this formulation.

The interference set of link (i , j) under the nodes’ transmission ranges given by r is

denoted by E (i ,j)r . When all the nodes transmit at their maximum TP, this set is denoted

by E (i ,j)max .

Note that the interference set E (i ,j)r depends on the TP of the nodes that belong to at

least one flow (i.e., r) only. It does not depend on the TPs of nodes that do not belong to

any flow because these nodes do not transmit nor receive any packets.

The NTC-AP is formulated as a normal-form game as follows. Individual flows

form the player set F , {f1, f2, ..., fn, ..., fN}. Each flow fn can autonomously set

the TP of the nodes in the set S fn which is defined as follows. S fn is the set of nodes

that are able to affect fn’s highest packet rate that guarantees stability when all the

allowed TP levels are considered. Therefore, these are the nodes that are within some

maximum distance from the intermediate and destination nodes of the flow (i.e., P fnint).

This distance depends on the maximum transmission range of the nodes and the

interference model. Specifically, S fn is defined in terms of the sets S j . S j is the set of

nodes that are able to affect the highest packet rate that node j supports for any of its
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incoming flows (i.e., λjmax) when all the allowed TP levels are considered. Therefore,

S j is determined from the sets of interfering links E (i ,j)max , i.e., link (i , j)’s interfering links

when all the nodes transmit at the maximum TP. S j is given by Eq. 4–47 . According to

Eq. 4–4, in S j , only the incoming links of node j formed with its direct 1-hop neighbors

(i.e., S jd) are considered. The interference sets of these links are calculated when all the

nodes transmit at the maximum TP so that all the nodes that are able to affect λjmax are

considered.

S j ,
{
k : k ∈

∪
i∈S jd

E (i ,j)max

}
(4–4)

S fn is defined by Eq. 4–5. It is the union of the S j of the nodes along fn’s path with

the exception of the source node (i.e., j ∈ P fnint). The source node is excluded because

this node does not limit the flow’s highest packet rate that guarantees stability. It is the

ability of the intermediate and destination nodes to forward and receive the data packets

generated by the source node what limits the highest packet rate supported by the flow.

S fn ,
∪
j∈P fnint

S j (4–5)

The action space of flow fn is the set of feasible transmission ranges of the nodes

in S fn . This set is denoted by Rn. An action of fn is denoted by the vector rn. Therefore,

action rn belongs to Rn, and it specifies the transmission ranges controlled by fn (i.e.,

the transmission ranges of the nodes in S fn). The game’s action space R is the set

of feasible transmission ranges of the nodes controlled by the flows (i.e., the nodes

in
∪
fn∈F S

fn). Action r−n specifies the transmission ranges not controlled by fn (i.e.,

7 In Eq. 4–4 and for the rest of the analysis, it is said that a node k belongs to a set of
links H if k is present in any of the links in H.
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the transmission ranges of the nodes in (
∪
fi∈F S

fi )\S fn). Therefore, r−n belongs to

R−n = R\Rn.

When flow fn makes a move (i.e., updates its action vector rn), the highest packet

rates that it and other flows support may be affected. This relation between fn and other

flows is reflected on its utility function µn : R → R in order to enable collaboration among

flows. Let Fn be the set of flows whose highest supported packet rates are affected by

any of the moves of fn (Eq. 4–6). Flow fn’s utility function µn is defined from the highest

packet rates supported by the flows in Fn as given by Eq. 4–7. Therefore, according to

Eq. 4–7, flow fn’s utility increases not only when its highest supported packet rate λfnmax

increases, but also when the highest supported packet rates of the flows in Fn increase

as well. In this way, fn is encouraged to collaborate with the flows that are affected or

potentially affected by its moves, i.e., when any flow makes a move, the flow tends to

benefit other flows as well because in this way its utility function can be increased more

effectively.

Fn , {fi : S fn ∩ S fi ̸= ∅, fi ∈ F} (4–6)

µn(r) ,
∑
fi∈Fn

λfimax(r) (4–7)

The vector of utility functions is u = [µ1,µ2, ...,µN ] : R → RN .

Definition 13. The game8 NTC-AP = ⟨F ,R,u(r)⟩ is an ordinal potential game (OPG) if

there exists a function V : R→ R such that ∀fn ∈ F , ∀r−n ∈ R−n, and xn, yn ∈ Rn

V (xn, r−n)− V (yn, r−n) > 0⇔ µn(xn, r−n)− µn(yn, r−n) > 0

V is called the ordinal potential function (OPF) of the NTC-AP game.

8 See [53] for the theory of potential games.
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Theorem 4.1. The game NTC-AP = ⟨F ,R,u(r)⟩ is an OPG. An OPF is given by λT(r),

which is the total highest packet rate supported by the network for the given set of flows

F (Eq. 4–8)9 .

λT(r) ,
∑
fn∈F

min{λjmax(r) : j ∈ P fnint} (4–8)

The proof of Theorem 4.1 is as follows. From Eq. 4–3, Eq. 4–8, and Eq. 4–7, λT(r)

can be rewritten as follows.

λT(r) =
∑
fi∈F

λfimax(r) =
∑
fi∈Fn

λfimax(r) +
∑
fi∈F\Fn

λfimax(r) = µn(r) +
∑
fi∈F\Fn

λfimax(r)

Therefore,

λT(xn, r−n)− λT(yn, r−n) = µn(xn, r−n)− µn(yn, r−n)+∑
fi∈F\Fn

λfimax(xn, r−n)−
∑
fi∈F\Fn

λfimax(yn, r−n)

The highest packet rates supported by the flows in F\Fn (i.e., {λfimax : fi ∈ F\Fn})

are independent of the actions of fn (i.e., λfimax(xn, r−n) = λfimax(yn, r−n) ∀fi ∈ F\Fn, ∀r−n ∈

R−n, ∀xn, yn ∈ Rn) because, by definition (Eq. 4–6), Fn is the set of flows whose highest

packet rates are affected by fn’s actions rn ∈ Rn. Therefore,

∑
fi∈F\Fn

λfimax(xn, x−n) =
∑
fi∈F\Fn

λfimax(yn, x−n)

This concludes the proof of Theorem 4.1.

In the following section, the NTC-AP game is analyzed for IEEE 802.16 WMNs.

A distributed algorithm is proposed for flows to determine their individual actions.

9 The direct dependence of λjmax on E (i ,j)r , i.e., λjmax(E (i ,j)r ) (Eq. 4–3), has been omitted
in Eq. 4–8, i.e., λjmax(r), to simplify the notation.
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The convergence and performance of the algorithm are characterized with the Nash

equilibria of the game.

4.4 Stability-Region Adaptation in
Institute-of-Electrical-and-Electronics-Engineers (IEEE) 802.16 Wireless

Multihop Networks (WMN)

In IEEE 802.16 WMNs [1], time is divided into frames according to the description

given in Section 4.2. In the control-time-slots, the nodes are selected by an election

algorithm [1, 13, 78] such that when a node is selected, none of its 1-hop and 2-hop

neighbors are selected. The election algorithm selects nodes in every control-time-slot,

and a node transmits a scheduling packet every time it is selected. A scheduling packet

carries three types of messages. These are request, grant, and confirmation. There can

be more than one message per type in a scheduling packet (e.g., a scheduling packet

may carry 3 requests, 1 grant, and 2 confirmations). The nodes make reservations

of future data-time-slots for transmitting data packets stored in their link queues. The

reservations are done on a per-link basis by means of a three-way handshake. First,

when the link’s source node is selected by the election algorithm, it sends a request to

the link’s destination node and waits for a reply. Then, when the link’s destination node

is selected, it replies by sending a grant to the link’s source node. Finally, when the link’s

source node is selected again, it sends a confirmation, which is a copy of the grant. The

nodes that have either the link’s source or destination node as 1-hop neighbors (i.e.,

the nodes within the transmission range of either the link’s source or destination node)

listen to the transmitted grant and confirmation. Every node in the WMN keeps track

of the reserved future data-time-slots. Based on this information, the nodes determine

the future data-time-slots they include in their requests and grants such that collisions
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are avoided. The nodes are able to use any link-scheduling policy10 that adapts to the

IEEE-802.16 standard [1] for determining such sets of data-time-slots (i.e., requested

and granted data-time-slots). In the following, the 2-hop interference model and the

link-scheduling policy proposed in Chapter 2 will be adopted. We give a brief description

of this policy and its stability region in order to illustrate how the NTC-AP game can be

used in IEEE 802.16 WMNs.

The adopted policy is the greedy-maximal reservation-based-distributed-scheduling

(GM-RBDS) policy (Chapter 2), which is summarized as follows.

Whenever a node is selected,

• for every outgoing link, confirm any non-interfering grants received since the
previous time the node was selected and schedule data packets for transmission
according to these grants

• for every incoming link, grant as many data-time-slots as requested at the future
data-time-slots that have not been reserved yet and that are the closest in time

• for every outgoing link, request as many data-time-slots as unscheduled data
packets stored in the link’s queue

The size of the stability region of the GM-RBDS policy depends on the ability of the

links to perform the three-way handshakes successfully11 . If the probability that a link

finishes successfully a three-way handshake is low, the link’s queue will decrease at a

lower rate. Therefore, the link’s ability to forward data packets within some time range

is going to be lower (i.e., the highest packet rate supported by the link is lowered), and

this reduces the size of the stability region. The probability that a three-way handshake

is successful depends on the grants received by the link’s source node from the time

instant it sends the request until the time instant it receives the grant from the link’s

10 The IEEE 802.16 standard [1] does not specify any particular link scheduling policy.
It only provides the framework for implementing them (i.e., election algorithm, control
and data subframes, and control messages).

11 See Chapter 2 for a detailed stability analysis of the GM-RBDS policy.
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destination node. If any of these grants is not heard by the link’s destination node

and the link’s destination node’s grant overlaps them, the three-way handshake is

unsuccessful. That is, the link’s source node will not be able to confirm the grant sent by

the link’s destination node because other grants previously received already reserved

the future data-time-slots granted by the link’s destination node. Therefore, the highest

packet rate that a node supports for the flows it forwards or serves as a sink node

depends on the following nodes: the nodes that transmit grants that are not received by

it and are received by its 1-hop neighbors (i.e., hidden nodes). For example, consider

some link (i , j). The nodes that transmit the grants received by i and j are the active

1-hop neighbors S ia and S ja of i and j . The nodes in S ia\S
j
a transmit grants that are

received by i but not by j . They are hidden from j . Therefore, if the grants transmitted

by the nodes in S ia\S
j
a overlap the grants for link (i , j), which are transmitted by j , link

(i , j)’s three-way handshakes are unsuccessful. When all the incoming links of node j

that belong to at least one flow are considered, the maximum packet rate λjmax that node

j is able to grant for each of its incoming flows is given by Eq. 4–912 .

Theorem 4.2. Network G under the GM-RBDS policy and the 2-hop interference model

is stable if the packet rate of every incoming flow of node j is not greater than λjmax for

every j in N , where λjmax is given by Eq. 4–9.

λjmax =
1

5
∑
i∈S jd
d (i ,j)|S ia\S

j
a|

(4–9)

Corollary 1. Network G under the GM-RBDS and the 2-hop interference model is stable

if the packet rate λfn of every flow fn in F satisfies Eq. 4–10.

λfn < min

{
1

5
∑
i∈S jd
d (i ,j)|S ia\S

j
a|
: j ∈ P fnint

}
(4–10)

12 See Chapter 2 for the proof of Theorem 4.2.
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The only factor in Eq. 4–10 that depends on the transmission ranges r is |S ia\S
j
a|,

which will be denoted by a(i ,j)r . The expression for λfnmax(r) that defines u(r) (Eq. 4–7) and

λT (Eq. 4–8) for the NTC-AP game in IEEE 802.16 WMNs under the GM-RBDS policy is

then given as follows.

λfnmax(r) = min

{
1

5
∑
i∈S jd
d (i ,j)a

(i ,j)
r

: j ∈ P fnint

}
(4–11)

Definition 14. The bottleneck node of flow fn is the node among the flow’s intermediate

and destination nodes that has the minimum highest packet rate these nodes support,

i.e., let j be the bottleneck node of fn, then j = argmini∈P fnint
λimax.

In the game, the goal of the flows is to increase the value of their utility functions

(i.e., u(r)) by adjusting the values of the factors {a(i ,j)r : (i , j) ∈ L∗}. However, given

that λfnmax(r) is a nonlinear function of a(i ,j)r , the utilities u(r) and the OPF λT(r) are also

nonlinear functions of a(i ,j)r .

In the following, the NTC-AP game in IEEE 802.16 WMNs is approximated with

a game whose utilities and OPF are linear functions of a(i ,j)r . This linear version of the

NTC-AP game will be called Lin-NTC-AP. Based on the linearity, the Nash equilibria

of the Lin-NTC-AP game is analyzed in Section 4.4.1, and the difference between

the solutions reached by the NTC-AP and Lin-NTC-AP games is upper-bounded in

Section 4.4.2.

Proposition 4.1. The solution set of the optimization problem given by Eq. 4–12 is also

a solution to the NTC-AP (Defintion 12).

minimize
∑
fn∈F

1

5λfnmax(r)

subject to rmin ≼ r ≼ rmax.

(4–12)

The proof is as follows. First, it is noted that a solution to Eq. 4–13 is also a solution

to the NTC-AP, and second, it is proved that Eq. 4–13 and Eq. 4–12 are equivalent.
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find some r∗

such that i) λfnmax(r
∗) ≥ λfnmax(r) ∀ fn ∈ F

ii) rmin ≼ r∗, r ≼ rmax

(4–13)

A solution to Eq. 4–13 is also a solution to the NTC-AP due to its first constraint,

i.e., the constraint that λfnmax(r
∗) ≥ λfnmax(r) ∀ fn ∈ F guarantees that vector [λfnmax(r

∗)]fn∈F

is not dominated by any other vector [λfnmax(r)]fn∈F .

The equivalence of Eq. 4–13 and Eq. 4–12 is due to the fact that r solves Eq. 4–13

iff r minimizes Eq. 4–12.

Let r1 be a solution to Eq. 4–13. Therefore, λfnmax(r1) ≥ λfnmax(r) for all r : rmin ≼ r ≼

rmax and for all fn ∈ F . Assume that r1 is not a solution to Eq. 4–12. Therefore, there

must be some r2 : rmin ≼ r2 ≼ rmax and some fn ∈ F such that λfnmax(r2) > λfnmax(r1).

However, this is impossible since r1 is an optimal solution to Eq. 4–13.

The same argument can be made in the opposite direction. That is, if r1 is a solution

to Eq. 4–12, then it is also a solution to Eq. 4–13. This concludes the proof of the

proposition.

In the following, the concept of contention level is introduced in order to define the

Lin-NTC-AP game in Eq. 4–16. The contention level of node j is defined according to

Eq. 4–14, i.e., the summation of the number of hidden active nodes (i.e., a(i ,j)r ) in every

incoming link (i.e., {(i , j) : i ∈ S jd}) weighted by the link degree (i.e., d (i ,j)). Therefore,

when the contention experienced by a node is high, the amount of traffic it can forward

and/or receive is low because its grants may overlap with higher probability any of the

grants transmitted by the hidden active nodes.

c j(r) ,
∑
i∈S jd

d (i ,j)a(i ,j)r (4–14)
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From Eq. 4–11, Eq. 4–12, and Eq. 4–14, the problem given by Eq. 4–13 (i.e.,

NTC-AP) can be rewritten in terms of the contention level as follows.

minimize
∑
fn∈F

max{c j(r) : j ∈ P fnint}

subject to rmin ≼ r ≼ rmax

(4–15)

Therefore, the NTC-AP reduces to finding a set of feasible transmission ranges that

minimizes the highest contention level experienced by every flow.

The solution to Eq. 4–13 (i.e., NTC-AP) is approximated with the solution to the

Lin-NTC-AP. The Lin-NTC-AP is formulated as given by Eq. 4–16. The terms c fnT (r)

and c fnV (r) in Eq. 4–16 are defined as follows. The total contention experienced

by fn is c fnT (r) ,
∑
j∈P fnint

c j(r). The mean contention experienced by fn is c̄ fn(r) ,

|P fnint|−1
∑
j∈P f nint

c j(r). The contention variation experienced by fn is c fnV (r) ,
∑
j∈P fnint

|c j(r)−

c̄ fn(r)|.

minimize
∑
fn∈F

(c fnT (r) + c
fn
V (r))

subject to rmin ≼ r ≼ rmax.

(4–16)

Therefore, in the Lin-NTC-AP, the goal is to minimize the total contention and the

contention variation experienced by the flows. Intuitively, the Lin-NTC-AP approximates

the NTC-AP based on the following two observations. First, by making sure that the

maximum contention experienced by a flow at a certain node is not too different from the

contention at the other nodes of the flow, the contention along the flow’s path is more

uniform. This is achieved when the contention variation is reduced. Second, given that

the contention is more uniform, reducing the total contention experienced by the flow

also reduces the maximum contention along the flow’s path, which is the goal in the

NTC-AP (Eq. 4–15).
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In the Lin-NTC-AP game, which is defined next, each flow competes for minimizing

the total contention and contention variation of itself and of any other flows it affects

with its actions. Therefore, the player set F , the players’ action sets {Rn : fn ∈ F},

and the game’s action space R are the same for both the NTC-AP and the Lin-NTC-AP

games13 . The only difference in the formulation of these two games is the utility

functions. In the Lin-NTC-AP game, the utility function µ∗
n(r) : R → R of fn is defined as

follows.

µ∗
n(r) ,

∑
fi∈Fn
(c fiT (r) + c

fi
V(r))

Note that the Lin-NTC-AP game is also an OPG14 . An OPF for this game is

given by Eq. 4–17. This OPF represents the total contention and contention variation

experienced by all the flows.

cLin(r) ,
∑
fn∈F

(c fnT (r) + c
fn
V (r)) (4–17)

Algorithm 2, called WiMAX-Mesh-NTC, is proposed for the flows to decrease the

value of their utility functions15 . The algorithm requires that the transmission ranges

be initialized with their minimum values that do not disconnect any of the flows. The

algorithm also requires the following information which is constant for the whole duration

of the game: the set Pn of paths of the flows in Fn (i.e, Pn , {P fn : fn ∈ Fn}), the

degrees Dn of the incoming links of the nodes that belong to the paths in Pn and that

13 See Section 4.3.2 for their definitions.

14 The proof that the Lin-NTC-AP game is an OPG follows the same argument of the
proof that the NTC-AP game is an OPG (i.e., proof of Theorem 4.1). It has been omitted
for the sake of brevity.

15 The WiMAX-Mesh-NTC algorithm is based on the HSRA algorithm proposed in
Chapter 3.
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have degree greater than zero (i.e., Dn , {d (i ,j) : j ∈ Pn, i ∈ S jd}). Finally, the algorithm

requires the following information that changes with the actions taken by the flows: the

set Hnr of hidden active nodes of the links whose degrees were included in Dn (i.e.,

Hnr , {S ia(r)\S ja(r) : j ∈ Pn, i ∈ S jd}).

Algorithm 2 Player fn’s Algorithm
Require: TPs are set to their minimum values that do not disconnect any of the flows

procedure WIMAX-MESH-NTC(fn,Pn, Dn, Hnr )
µ∗
n ← CALCULATEMYUTILITY(fn, Pn, Dn, Hnr )
b ← GETMYBOTTLENECKNODE(fn, Pn, Dn, Hnr )
C ← GETHIDDENACTIVENODES(b, Hnr )
c ← SELECTTHEBESTHIDDENNODE(µ∗

n, C, Pn)
if c ̸= ∅ then
r(c)← ||c , b||

end if
end procedure

The WiMAX-Mesh-NTC algorithm works as follows. In the game, the flows take

turns to take action (e.g., by passing a token from flow to flow). For every of its turns,

a flow calculates its action according to WiMAX-Mesh-NTC as follows. The flow first

calculates its utility function µ∗
n(r) for the current set of TPs r (line 2 in Algorithm 2).

Then, it finds its bottleneck node (line 3 in Algorithm 2) and the active nodes hidden

from the bottleneck node (line 4 in Algorithm 2). If b denotes the bottleneck node

(line 3 in Algorithm 2), the set of active nodes hidden from the bottleneck node is

C = {S ia(r)\Sba (r) : i ∈ Sbd} (line 4 in Algorithm 2). The flow then selects one of the nodes

in this set (line 5 in Algorithm 2) as follows. For every node in the set, the flow checks

whether the node’s TP can be increased by the minimum amount of power necessary

to cover the bottleneck node. If such a TP increase is possible, the flow calculates its

utility function with the new TP. The node that was able to decrease the flow’s utility

function the most is selected. When none of the nodes is able to decrease the utility

function, none of the them is selected. Therefore, at the end (lines 6 to 8), the flow

checks whether any of the active nodes hidden from the bottleneck node was selected,
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and if it was, it sets the TP of the selected node to the minimum TP that covers the

bottleneck node (line 7 in Algorithm 2).

Therefore, the goal of the WiMAX-Mesh-NTC algorithm is to decrease the flow’s

utility function by increasing the TP of a node so that the flow’s bottleneck node is able to

listen to it. This node is the active node hidden from the bottleneck node that decreases

the flow’s utility function the most.

4.4.1 Nash Equilibria and Linear Integer Programming

The reason for approximating the NTC-AP game with the Lin-NTC-AP game is

that due to the linear-integer-programming nature of Lin-NTC-AP (Theorem 4.3), its set

of optimal solutions (i.e., argminrmin≼r≼rmax

∑
fn∈F(c

fn
T (r) + c

fn
V (r))) can be characterized

with the Nash-equilibria (Theorem 4.4). Therefore, given that the Lin-NTC-AP game

is potential, it is guaranteed to converge to the optimal solution of the Lin-NTC-AP

(Corollary 2).

Theorem 4.3. The Lin-NTC-AP is a linear integer program.

The proof of Theorem 4.3 is as follows. The Lin-NTC-AP can be formulated in

terms of the vector a , [a(i ,j)r ](i ,j)∈L∗ , i.e., the variables are the elements of vector a and

not the elements of vector r. Any set of TPs r that satisfies the solution a achieves the

same objective-function value. The objective function cLin is formulated in terms of a as

follows16 .

16 Given that the variables are [a(i ,j)r ](i ,j)∈L∗, the r subscript is dropped.
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cLin(a) =
∑
fn∈F

(c fnT (a) + c
fn
V (a))

=
∑
fn∈F

( ∑
j∈P fnint

c j(a) +
∑
j∈P fnint

|c j(a)− c̄ fn(a)|

)

=
∑
fn∈F

∑
j∈P fnint

c j(a) +
∑
fn∈F

∑
j∈P fnint

∣∣∣∣∣c j(a)− 1

|P fnint|

∑
k∈P f nint

ck(a)

∣∣∣∣∣
=
∑
fn∈F

∑
j∈P fnint

∑
i∈S jd

d (i ,j)a(i ,j)+

∑
fn∈F

∑
j∈P fnint

∣∣∣∣∣∑
i∈S jd

d (i ,j)a(i ,j) − 1

|P fnint|

∑
k∈P f nint

∑
i∈Skd

d (i ,k)a(i ,k)

∣∣∣∣∣
Let d j be the number of flows for which node j is an intermediate or destination

node. Let m(i ,j)k be an indicator that link (i , j) points to node k (i.e., m(i ,j)k = 1 if j = k ,

otherwise m(i ,j)k = 0). Let m(i ,j)fn be an indicator that link (i , j) points to an intermediate or

destination node of flow fn (i.e., m(i ,j)fn = 1 if j ∈ P fnint, otherwise m(i ,j)fn = 0). The objective

function cLin can be formulated in terms of d j , m(i ,j)k , and m(i ,j)fn as follows.

cLin(a) =
∑
(i ,j)∈L

d jd (i ,j)a(i ,j) +
∑
fn∈F

∑
k∈fn

∣∣∣∣∣ ∑
(i ,j)∈L

m
(i ,j)
k d

(i ,j)a(i ,j) − 1

|P fnint|

∑
(i ,j)∈L

m
(i ,j)
fn
d (i ,j)a(i ,j)

∣∣∣∣∣
The objective function cLin can be formulated as a linear function of a using the

vectors d , [d jd (i ,j)](i ,j)∈L∗ , mk , [m(i ,j)k ](i ,j)∈L∗, mfn , [m(i ,j)fn ](i ,j)∈L∗ , and f , d +∑
fn∈F

∑
k∈P fnint

|mk −mfn | as follows.

cLin(a) = d · a+
∑
fn∈F

∑
k∈P fnint

|mk · a−mfn · a| =

d · a+
∑
fn∈F

∑
k∈P fnint

|mk −mfn | · a = f · a (4–18)
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In the following, the feasible region of a is characterized based on the feasible

region of r, i.e., rmin ≼ r ≼ rmax.

Let S i\ja be the set of nodes in S ia that are closer to node i than to node j . Note that

the value of S i\ja varies with the network topology. Therefore, S i\ja depends on r. This is

denoted by S i\ja (r). The nodes in S i\ja (rmax) are the nodes that for some feasible r (i.e.,

rmin ≼ r ≼ rmax) are hidden nodes of link (i , j), i.e., the nodes that do not belong to

S i\ja (rmax) are not hidden nodes of link (i , j) for any feasible value of r. We refer to the

nodes in S i\ja (rmax) as the potential-hidden nodes of link (i , j).

The feasible region of the Lin-NTC-AP can be formulated in terms of the following

three constraints, which are defined in terms of |S i\ja |r , |S i\ja (r)|.

Constraint 1.

a(i ,j) ≥
∣∣S i\ja

∣∣
rmin
∀ (i , j) ∈ L

Constraint 2.

a(i ,j) ≤
∣∣S i\ja

∣∣
rmax
∀ (i , j) ∈ L

Constraint 3.

a(i ,j) > a(h,k) −
∣∣Sh\ka \S

i\j
a
∣∣
rmax

if∣∣S i\ha ∩ S i\ja ∩ S
h\k
a
∣∣
rmax

>
∣∣Sh\ia ∩ S i\ja ∩ S

h\k
a
∣∣
rmax

∀ (i , j), (h, k) ∈ L, (i , j) ̸= (h, k)

Constraints 1 and 2 guarantee that a(i ,j) is not lower and greater than its minimum

and maximum possible values respectively. The value of a(i ,j) represents the number of

active nodes that cover i and do not cover j (i.e., active nodes that i is able to listen to

and that are hidden from j). This number cannot be lower/greater than the number of

active nodes that are closer to i than to j , and that cover i at minimum/maximum TP (i.e.,

|S i\ja |rmin and |S i\ja |rmax respectively).
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Constraint 3 guarantees that when two different links (e.g., (i , j) and (h, k)) share

potential-hidden nodes (i.e.,
∣∣S i\ja ∩ S

h\k
a
∣∣
rmax
̸= ∅), the link that has, at maximum TP,

the highest number of shared potential-hidden nodes closest to its source node always

has a higher number of hidden nodes17 . When the TPs of the shared potential-hidden

nodes are being increased, they cover first the link’s source node that is closest to them.

Therefore, the link with the highest number of shared potential-hidden nodes closer to its

source node always has higher number of hidden nodes. This is shown in the example

of Figure 4-1. In Figure 4-1A, two links (i.e., (i , j) and (h, k)) and their potential-hidden

nodes are shown with their corresponding maximum TPs18 . The potential-hidden nodes

of link (i , j) are nodes 1, 2, ..., 5 (i.e., S i\ja (rmax) = {1, 2, ... , 5}). The potential-hidden

nodes of (h, k) are nodes 1, 2, ..., 7 (i.e., Sh\ka (rmax) = {1, 2, ... , 7}). The potential-hidden

nodes shared by (i , j) and (h, k) are 1, 2, ..., 5 (i.e.,
∣∣S i\ja ∩ S

h\k
a
∣∣
rmax
= {1, 2, ... , 5}).

Whenever the TP of any of these nodes is being increased, the source node of link

(h, k) (i.e., node h) is never covered after the source node of link (i , j) (i.e., node i ) has

been covered. Therefore, link (i , j) always has as many hidden nodes as link (h, k) at

least19 . The potential-hidden nodes of link (h, k) which are not potential-hidden nodes

of link (i , j) (i.e., the nodes in Sh\ka (rmax)\S i\ja (rmax) = {6, 7}) are able to increase the

number of hidden nodes of (h, k) (i.e.,
∣∣Sha\Ska ∣∣) without increasing the number of hidden

nodes of (i , j) (i.e.,
∣∣S ia\S ja∣∣). Therefore, in order to account for these nodes, the factor∣∣Sh\ka \S

i\j
a
∣∣
rmax

is introduced in Constraint 3 by subtracting it from the number of hidden

nodes of (h, k). For example, nodes 6 and 7 in Figure 4-1 are potential-hidden nodes of

17 It is being assumed that
∣∣Sh\ka \S

i\j
a
∣∣
rmax
= 0. The general case of

∣∣Sh\ka \S
i\j
a
∣∣
rmax
≥ 0 is

considered next.

18 It is assumed that the nodes 1, 2, ..., 7 in Figure 4-1 are active.

19 Nodes 6 and 7 have not been considered yet, i.e., it is being assumed that∣∣Sh\ka \S
i\j
a
∣∣
rmax
= 0.
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(h, k) but not of (i , j) (i.e., Sh\ka (rmax)\S i\ja (rmax) = {6, 7}), so they are able to increase

the number of hidden nodes of (h, k) without increasing the number of hidden nodes of

(i , j).

A Maximum TPs (i.e., rmax) B Potential-hidden nodes of links (i , j) and
(h, k) at r = rmax

Figure 4-1. An example of potential hidden nodes

According to Eq. 4–18 and Constraints 1, 2, and 3, the Lin-NTC-AP can be

formulated as a linear integer program as follows, where A is the feasible region

determined by Constraints 1, 2, and 3.

minimize f · a

subject to a ∈ A
(4–19)

This concludes the proof of Theorem 4.3.

Theorem 4.4. The optimal solution set of the Lin-NTC-AP and the Nash equilibria set of

the Lin-NTC-AP game are equivalent.

The proof of Theorem 4.4 is as follows. Let aopt be an optimal solution. Assume

that aopt is not a Nash equilibrium. Therefore, there exists some player fn and a strategy

an such that µ∗
n(an, a−n) < µ∗

n(a
opt
n , a

opt
−n). Given that the Lin-NTC-AP game is an OPG,
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and cLin(a) is an OPF, the previous result implies that cLin(an, a−n) < cLin(a
opt
n , a

opt
−n). This

contradicts the assumption that aopt is optimal.

Let aeq be a Nash equilibrium. Assume that aeq is not optimal. Therefore, there

exists some player fn and a strategy an such that cLin(an, a−n) < cLin(a
eq
n , a

eq
−n). Given

that the Lin-NTC-AP game is an OPG, and cLin(a) is an OPF, the previous result implies

that µ∗
n(an, a−n) < µ∗

n(a
eq
n , a

eq
−n). This contradicts the assumption that aeq is a Nash

equilibrium. This result concludes the proof of Theorem 4.4.

From Theorems 4.3 and 4.4, the following result is immediate.

Corollary 2. The WiMAX-Mesh-NTC always converges to an optimal solution of the

Lin-NTC-AP.

Remark. According to Eq. 4–19, the Lin-NTC-AP consists of finding a vector a that

belongs to A whose scalar projection onto vector f is minimum. Minimizing this scalar

projection is equivalent to minimizing cLin, i.e., minimizing the total contention and

contention variation (Eq. 4–16). Therefore, with the WiMAX-Mesh-NTC algorithm, the

flows adjust iteratively vector a until they minimize the scalar projection. According to

Corollary 2, this minimization is always achieved.

Remark. Vector f is determined by the paths of the flows only (Eq. 4–18), and vector

a is determined by the hidden nodes of the links of the network only. Therefore, if the

problem of joint routing and topology control was considered, both f and a would be

controlled in order to minimize their scalar projections onto each other. Both f and a are

vectors of nonnegative integers by definition (i.e., f, a ∈ Z+), and the feasible region A is

a convex set if a is relaxed by allowing it to have real values.

4.4.2 Performance Bound

The optimal solutions of the Lin-NTC-AP are not guaranteed to be optimal for the

NTC-AP. However, the difference between the values of the NTC-AP objective function

evaluated at its optimal solution and evaluated at the optimal Lin-NTC-AP solution

is upper-bounded (Theorem 4.5). Therefore, the optimal Lin-NTC-AP solutions are
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able to reach the maximum NTC within a bounded error. The error’s bound can be

characterized based on the following observation.

An active node that is a hidden node of one or more links of a flow contributes

to the contention experienced by the flow. When the TP of an active node partially

covers a flow, the node becomes an active hidden node of the flow’s links that originate

within the TP and terminate outside the TP. This is shown in Figure 4-2 in which link

(i , j) originates within h’s TP (i.e., i is covered by h’s TP) and terminates outside h’s

TP (i.e., j is not covered by h’s TP). Given that h is a hidden node of one fn’s links (i.e.,

(i , j)), h contributes to the contention experienced by the link, and as consequence, it

contributes to the contention experienced by fn. According to Eq. 4–14 and Eq. 4–15,

h contributes an additive factor of d (i ,j) and of d
(i ,j)

|P fnint |
to fn’s total contention and mean

contention respectively. The contribution of h to the contention variation in f1, denoted

by ∆fnV , can be positive or negative depending on the network topology. For example,

in Figure 4-2, h increases fn’s contention variation because without h, all the nodes in

P fnint experience the same contention, while with h, node j ’s contention is increased by

d (i ,j) while the other nodes’ contentions remain the same. Therefore, without h, fn’s

contention variation is zero (i.e., ∆fnV = 0), while with h, fn’s contention is greater than

zero (i.e., ∆fnV > 0).

Figure 4-2. Hidden-node example: node h is a hidden node of link (i , j), i.e., j cannot
listen to h while i can listen to it

Let aopt
Lin and aopt

NTC be optimal solutions to the Lin-NTC-AP and NTC-AP respectively.

Let cNTC(a) be the objective function of the NTC-AP as formulated by Eq. 4–15 (i.e.,
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cNTC(a) ,
∑
fn∈F max{c

j(r) : j ∈ P fnint}). Let dmax be the maximum link degree (i.e.,

dmax , max{d (i ,j) : (i , j) ∈ L}).

Theorem 4.5. The difference between the values of the NTC-AP objective function

evaluated at aopt
Lin and aopt

NTC is upper-bounded as follows.

cNTC(a
opt
Lin)− cNTC(a

opt
NTC) ≤ dmax

|F| − 2
2

See APPENDIX G for the proof of Theorem 4.5.

4.5 Simulation Results

The performance evaluation of the WiMAX-Mesh-NTC algorithm was performed

by means of simulation using the simulator proposed in Chapter 5. This evaluation is

given in terms of the throughput error denoted by δT and defined as follows. Let λT(r)

be the highest total throughput supported by the flows in F under power setting r (i.e.,

λT(r) ,
∑
fn∈F λfnmax(r)). Let ropt be the feasible set of transmission ranges that maximizes

λT. The throughput error of the topology induced by r, where r can be any feasible set of

transmission ranges, is given by Eq. 4–20.

δT(r) =
λT(ropt)− λT(r)

λT(ropt)
(4–20)

The WiMAX-Mesh-NTC algorithm was compared with the HSRA, MinPower,

and MaxPower algorithms. The HSRA algorithm (Chapter 3) is a heuristic and

centralized algorithm that aims to find a set of transmission ranges that maximizes

λT. The MinPower algorithm aims to maximize the spatial reuse by setting the nodes’

transmission ranges at the minimum values that do not disconnect any of the flows in

F . The MaxPower algorithm sets all the nodes’ transmission ranges at their maximum

values.
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The simulation was configured as follows20 . The link scheduling policy was

GM-RBDS (Chapter 2). The flow paths were obtained using the min-hop routing

algorithm. The nodes were uniformly distributed in a square such that the node

density was always kept at 15 nodes per area unit. There were a total of 20 nodes.

The maximum transmission range for all the nodes was set at 0.3 (i.e., rmax = [0.3]i∈N ).

The connectivity of the flows with the nodes’ transmission ranges set at rmax was

verified before executing the min-hop routing, WiMAX-Mesh-NTC, HSRA, and MinPower

algorithms. The source and destination of every flow were uniformly distributed across

all the nodes in the network. The min-hop algorithm calculated the flow paths when the

transmission ranges were set at rmax.

Each of the topology-control algorithms (i.e., WiMAX-Mesh-NTC, HSRA, MinPower,

and MaxPower) calculated the set of transmission ranges for 300 different networks

configured as explained previously. These networks were divided into three groups

of 100 networks each depending on the number of flows in the networks. In the first,

second, and third groups the networks had 10, 15, and 20 flows respectively. The

algorithms calculated a set of transmission ranges for each of the 300 networks, and

the throughput error δT was calculated for each of the set of transmission ranges21 .

Figure 4-3 shows the ratio of topologies calculated by the algorithms that had a δT less

than or equal to 4%. Therefore, Figure 4-3 shows the ability of the algorithms to reach

the maximum possible total throughput (i.e., λT(ropt)).

According to Figure 4-3, the WiMAX-Mesh-NTC algorithm always outperforms the

MinPower and MaxPower algorithms. When there are 10 flows (Figure 4-3A), 44.3% of

20 This is the same configuration used in Chapter 3.

21 To find ropt, which is necessary for calculating δT (Eq. 4–20), the Branch And Reduce
Optimization (BARON) Solver [4] was used. BARON is a system for solving non-convex
optimization problems to global optimality.
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A 10 flows B 15 flows

C 20 flows

Figure 4-3. Percentage of topologies whose δT is within 4%

the topologies calculated by WiMAX-Mesh-NTC have a δT of at most 4% while 37.9%

and 32.8% of the topologies calculated by MinPower and MaxPower have such δT.

When there are 15 flows (Figure 4-3B), these percentages are 48.5, 39.6, and 43.1

respectively, and when there are 20 flows (Figure 4-3C), they are 44.6, 39.3, and 43.3.

Therefore, in all the cases the WiMAX-Mesh-NTC algorithm was able to find more

effectively a topology that maximizes the total throughput λT.

When the WiMAX-Mesh-NTC and HSRA algorithms are compared, the flow density

needs to be considered. Let the flow density be the ratio among the number of flows and

the number of nodes. Given that in Figure 4-3, the number of nodes does not change

while the number flows increases from 10 to 20, the flow density increases. Figure 4-3A

shows that the algorithms have the same performance when the flow density is low.

Figure 4-3B/Figure 4-3C shows that WiMAX-Mesh-NTC has worse performance than

HSRA when the flow density is medium/high. The intuition behind this behavior is

that the probability that any of the cases shown in Figure G-1 takes place increases
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with the flow density, and such cases affect the performance of WiMAX-Mesh-NTC

(Theorem 4.5). This is not the case for HSRA because HSRA is a centralized algorithm,

so it has a global view of the network. However, the advantage of WiMAX-Mesh-NTC

is that it is distributed while HSRA is not. WiMAX-Mesh-NTC requires knowledge about

the flows in Fn while HSRA requires knowledge about all the flows in F . Therefore,

WiMAX-Mesh-NTC is more amenable for implementation.

4.6 Summary

A new framework for the development of distributed algorithms that maximize the

total end-to-end throughput in WMNs was proposed. It is based on the link-scheduling

policy’s stability region, and it consists of a potential game in which a given set of flows

act as players that collaborate to maximize the packet rates they can support while

guaranteeing stability. Based on the proposed framework, the WiMAX-Mesh-NTC

algorithm was developed. WiMAX-Mesh-NTC aims to reduce the maximum contention

experienced by every flow. The convergence of WiMAX-Mesh-NTC was characterized

by means of the Nash equilibrium, and a performance bound was calculated by

considering all the possible worst-case scenarios. Finally, the WiMAX-Mesh-NTC

performance was compared by means of simulation with the performance of other

topology-control algorithms (i.e., HSRA, MinPower, MaxPower). It was shown that

WiMAX-Mesh-NTC always outperforms MinPower and MaxPower, and that it outper-

forms HSRA when the flow density is medium.
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CHAPTER 5
WORLDWIDE-INTEROPERABILITY-FOR-MICROWAVE-ACCESS RBDS SIMULATOR
(WIMAX-RBDS-SIM): AN OPTIMIZED-NETWORK-ENGINEERING-TOOLS (OPNET)

SIMULATION FRAMEWORK FOR WIRELESS MESH NETWORKS

The Institute-of-Electrical-and-Electronics-Engineers (IEEE) 802.16 standard

[1] defines the physical and medium-access-control (MAC) layers for wireless mesh

networks (WMN). Although the standard provides the architecture necessary for the

implementation of any scheduling policy, no policy is specified by the standard. The

MAC layer is based on time-division multiple access (TDMA), where time is divided

into frames that are simultaneously used by non-interfering links. Each frame is divided

into a control subframe and a data subframe. Scheduling messages are exchanged

in control subframes containing scheduling information such as requests for use of

data subframes and grants of data subframes. An election algorithm determines

the subset of nodes that access the control subframe such that the transmissions of

scheduling messages do not interfere with each other. The scheduling messages,

control subframes, and the election algorithm enable the implementation of any given

scheduling policy.

The standard also defines the procedures that nodes need to follow for joining

an IEEE 802.16 WMN and for establishing physical links with other nodes. These

procedures need to be finished before a node begins scheduling data packets.

In this paper, an optimized-network-engineering-tools (OPNET) [3] simulation

framework is proposed. It is called worldwide-interoperability-for-microwave-ac-

cess reservation-based-distributed-scheduling simulator (WiMAX-RBDS-Sim).

Its purpose is to enable the evaluation of distributed scheduling policies and the

link-establishment process in IEEE 802.16 WMNs. It implements the scheduling

messages, election algorithm, and link-establishment and provides an interface

for the integration of different distributed scheduling algorithms. To the best of our

knowledge, WiMAX-RBDS-Sim is the first OPNET-based simulator for IEEE 802.16
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WMNs with distributed scheduling. In Section 5.1, the related work and contributions

are discussed. An overview of IEEE 802.16 WMNs is presented in Section 5.2. In

Section 5.3, the architecture of WiMAX-RBDS-Sim is explained in detail using the

proposed algorithm Sliced-GM-RBDS as an example. In Section 5.4, the OPNET

implementation of the WiMAX-RBDS-Sim architecture is described. In Section 5.5,

the simulation results obtained with WiMAX-RBDS-Sim for the proposed algorithm

are provided and discussed. The performance of WiMAX-RBDS-Sim is evaluated in

Section 5.6. Finally, a summary of the chapter is presented in Section 5.7.

5.1 Related Work

The research community has recently investigated the challenges of centralized

and distributed scheduling in 802.16 WMNs. In this paper we focus on the distributed

scheduling problem1 .

Distributed-scheduling research can be classified into two groups: election-algo-

rithm-based policies and RBDS policies. In [13, 23], the performance of the election

algorithm is evaluated theoretically and by means of simulation. In [6, 40, 78, 87],

the performance is improved in terms of number of collisions and control-subframe

utilization by dynamically adjusting the parameters of the algorithm. In [31, 85, 86], a

quality-of-service (QoS) differentiation scheme is proposed based on the adjustment

of the election-algorithm parameters so that a node transmits scheduling messages

more often when its data transmissions have higher priority. In [47], a congestion control

mechanism is proposed in which one of the election-algorithm parameters is adjusted by

each node according to the congestion measured locally. The effect of this adjustment is

that a node waits longer for sending scheduling messages when the local congestion is

high.

1 For more information on centralized scheduling, please refer to [16, 52].
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The second group for distributed-scheduling research considers RBDS policies.

These policies are based on the reservation of future data subframes so that no two

interfering links are assigned the same data subframes. In [21], the nodes prioritize the

traffic flows going through them according to the weights of each of the flows, and the

number of data subframes reserved for each flow is proportional to its weight. The data

subframes eligible for reservation are finite in the sense that only the frames that are a

certain number of frames away from the current one can be included in the reservations.

This set of data subframes is known as the schedule horizon. In [79], data-subframe

utilization is improved by allowing every reservation to contain non-contiguous data

subframes that are all assigned to the same link. In this way, the number of wasted

data subframes (i.e., data subframes that are never assigned to any link) is reduced. In

[43], the reservations for each link are calculated based on the statistical characteristics

of the data traffic generated at the source node in order to reduce the scheduling

overhead. In [24], an end-to-end reservation scheme is proposed for constant-bit-rate

flows such as voice-over-IP. Other simpler reservation-based distributed scheduling

schemes are proposed in [18, 42, 48], and a broadcasting algorithm that aims to

minimize the number of reservations per broadcast is proposed in [88].

5.1.1 Distributed-Scheduling Simulators

The IEEE 802.16 standard defines two operating modes for metropolitan access

networks. These are the point-to-multipoint (PMP) and mesh modes. In the literature,

research has been mostly focused on simulators for the PMP mode [8, 55, 64]. To the

best of our knowledge, there are two simulators for IEEE 802.16 WMNs with distributed

scheduling that have been discussed in the literature. These are WiMsh [22], which is

a patch for the Network Simulator 2 (ns-2) [2], and the National Chiao Tung University

network simulator (NCTUns) [32], which is a network simulator and emulator that

includes a simulation tool for IEEE 802.16 WMNs with distributed scheduling.
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WiMAX-RBDS-Sim is a packet-level simulation model for the OPNET discrete event

simulator [3]. It is an implementation of the MAC Common Part Sublayer given in the

standard [1]. The architecture of WiMAX-RBDS-Sim was conceived for the simulation

of the RBDS policies defined in Chapter 2 which are based on the input/output queue

concepts.

Although, WiMAX-RBDS-Sim and WiMsh have similar functionalities, there are

differences between these two simulators in terms of architecture and network topology.

These differences are as follows.

The architecture of WiMAX-RBDS-Sim is based on a theoretical framework that

focuses on a stability analysis for wireless multi-hop networks under any RBDS policy.

WiMAX-RBDS-Sim provides the means for obtaining simulation results for such policies

in order to compare them with the theoretical results obtained for the same policies

under the theoretical framework.

WiMAX-RBDS-Sim implements the link establishment algorithm, which is not

implemented in WiMsh, and provides the framework for the implementation and

evaluation of improvements to the link establishment process.

In WiMAX-RBDS-Sim, the links established between the nodes depend on the

location of the nodes, the physical channel model selected for the simulation, and the

nodes’ antennas. Therefore, the topology of the network is calculated based on those

parameters. In WiMsh, the links are given as a simulation parameter by specifying the

network topology from a set of predefined topologies.

5.1.2 Contributions

In this paper, the design and implementation of WiMAX-RBDS-Sim is presented.

WiMAX-RBDS-Sim has the following characteristics:

• It provides a framework for the implementation and evaluation of algorithms
that adjust the parameters of the election algorithm for each node dynamically.
WiMAX-RBDS-Sim allows the evaluation of these algorithms in terms of scheduling
delay, control-subframe utilization, and number collisions in control subframes.
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• It provides a framework in which scheduling policies can be implemented and
evaluated in terms of capacity (i.e., the set of maximum data input rates that the
policy can handle while guaranteeing the stability of all the queues in the network),
throughput, and delay.

• It provides a framework for the implementation and evaluation of link-establishment
algorithms. This evaluation is performed in terms of link-establishment delay (i.e.,
the time required by two nodes to establish links between them).

5.2 IEEE 802.16 WMN Overview

In an 802.16 WMN there are two types of nodes: base stations (BS) and subscriber

stations (SS). The 802.16 WMN is connected to external networks such as the Internet

through BSs. Unidirectional links can be established between any of these nodes, and

the information is transmitted on a hop-by-hop basis. Each link is uniquely identified in

the network with both the node identification (ID) and the link ID. The link ID identifies

the link among the set of outgoing links of a node, and the node ID identifies the node

from which the link originates. The system access follows a frame-based approach

which is shown in Figure 5-1. Each channel is divided in time into series of frames. In

Figure 5-1, each of these series consists of eight frames (i.e., from frame n to frame

n + 7). A frame is further divided into two subframes: a control subframe and a data

subframe. The control subframes are used for establishing links and scheduling data.

The data subframes are used for data transmission. Control subframes are divided into

slots, which are used for transmitting scheduling packets and link-establishment packets.

The control subframe of the first frame of a series (e.g., frame n in Figure 5-1) is used

for transmitting link-establishment packets2 . The control subframes of the following

frames of the series (e.g., frames n + 1, n + 2, ..., n + 7 in Figure 5-1) are used for

transmitting scheduling packets only. Data subframes are divided into slots which are

used for transmitting data packets.

2 These packets carry network-configuration information too, but this is out of the
scope of this paper.
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Figure 5-1. Frame structure of the Institute-of-Electrical-and-Electronics-Engineers
(IEEE) 802.16 mesh mode

Nodes access the control slots (i.e., the slots in control subframes) using the IEEE

802.16 election algorithm [13]. The election algorithm guarantees that whenever a node

transmits, all the other nodes in its 2-hop neighborhood stay quiet, where the 2-hop

neighborhood of a node consists of all the nodes that are at most 2 hops away from it.

In this way, collisions in control slots are avoided and link-establishment and scheduling

packets are successfully received.

Nodes access the data slots (i.e., slots in data subframes) using a scheduling policy

that is implemented by exchanging scheduling packets in the control subframe. The goal

of the scheduling policy is to avoid unused data slots and collisions of data packets while

optimizing one or more metrics of the network such as its capacity.

5.2.1 Data-Slot Scheduling

The scheduling policy for accessing data slots is not specified in the IEEE 802.16

standard. The standard only defines the mesh-distributed-scheduling (MSH-DSCH)

message, which contains scheduling information and is carried by scheduling packets,

so that different distributed scheduling policies can be implemented. The information

contained in an MSH-DSCH message is organized in information elements (IE) as

follows.
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• Request IE: A node can make several requests simultaneously on a one-re-
quest-per-link basis. The information included in a request is the link ID, number of
requested data slots per data subframe, and number of requested data subframes.
The number of data subframes may be infinite so that streams of information can
be transmitted in the link.

• Availability IE: A node notifies its 1-hop neighbors3 of the data slots it has available
for reservation. This IE specifies a set of available data slots with a start frame
number, number of frames, start data slot number, number of data slots, direction
(i.e., the minislots may be available for transmission, reception, or both of them),
and the channels the available data slots belong to.

• Grant IE: This IE includes the same parameters specified for the availability IE.
However, these are used for specifying a set of data slots that have been assigned
to a link.

The scheduling procedure follows a three-way handshake. First, a node sends

an MSH-DSCH message to one of its 1-hop neighbors requesting a set of data slots.

In the message, the node also includes the set of data slots that it has available for

reservation. The 1-hop neighbor grants the request by replying with another MSH-DSCH

message that specifies a set of data slots that satisfies the availability of data slots at

both nodes. Finally, the first node confirms the reservation of such set of data slots

by echoing the grant in another MSH-DSCH message. By following this three-way

handshake, the 1-hop neighbors of the two nodes become aware of the data slot

reservation so that the data slots in the grant become unavailable for them.

5.2.2 Link Establishment

In order to exchange data packets in both directions, two 1-hop neighbors need

to establish two links (i.e., one link in each direction). This is achieved by means of

a three-way handshake performed with mesh network configuration (MSH-NCFG)

messages which are transmitted in link-establishment packets. The handshake is

initiated by the node with lowest ID. First, the lowest-ID node sends a challenge to its

3 Two nodes are 1-hop neighbors if and only if they both can receive packets from
each other directly.
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new 1-hop neighbor. Second, the 1-hop neighbor replies with a challenge-response

and the ID for its outgoing link (i.e., the incoming link of the lowest-ID node). Finally, the

lowest-ID node replies with an accept and the ID for its outgoing link (i.e., the incoming

link of the 1-hop neighbor). The link-establishment information that the nodes exchange

during the handshake (i.e., challenge, challenge-response, accept, and link IDs) is

written on link-establishment IEs, and these are attached to MSH-NCFG messages.

5.3 WiMAX-RBDS-Sim Architecture

The WiMAX-RBDS-Sim architecture is shown in Figure 5-2. The architecture

consists of the physical, MAC, and logical-link layers. The nodes all share the same

architecture. There are 10 radio channels in the physical layer. The MAC layer

implements the option for distributed scheduling in wireless mesh networks of the

IEEE 802.16 standard [1]4 . It consists of four main functional modules. These are

the main-processing module, the packet-classifier module, the output-queue and

channel-classifier module, and the time-synchronization module. The logical-link layer

is the node’s source and sink of data packets. It does not implement any logical-link

protocol.

Each of the radio channels can be set at the configuration modes specified in

the standard [1]. These modes determine the frame length, channel bandwidths, and

forward-error-correction and modulation schemes. They are specified as simulation

parameters.

In order to make comparisons between theoretical and simulation results, the

WiMAX-RBDS-Sim architecture follows the 1-hop traffic model (i.e., the destination node

of every packet is always 1 hope away from the source node). The logical-link layer

4 Specifically, the MAC layer implements the MAC Common Part Sublayer for IEEE
802.16 wireless mesh networks with distributed scheduling.

132



Figure 5-2. Architecture of the worldwide-interoperability-for-microwave-access
reservation-based-distributed-scheduling simulator (WiMAX-RBDS-Sim)

can be set at some data-packet generation rate, and the data-packet source generates

data-packets at such rate for each of the node’s 1-hop neighbors.

In the MAC layer, the packet-classifier module classifies all the received packets

into scheduling, link-establishment, and data packets and forwards them to the

main-processing module. In this module, there is one classifier per radio channel.

The output-queue and channel-classifier module queue packets that have already

been scheduled for transmission and forward them to the right radio channel at the

transmission time indicated by their respective schedules. In this module, there is one

output-queue per radio channel.

The main-processing module performs the following tasks:

• establishes incoming and outgoing links with each of the node’s 1-hop neighbors
(i.e., the links in the WiMAX-RBDS-Sim architecture are unidirectional)
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• queues unscheduled data packets and forwards them to the output-queue and
channel-classifier module once they are scheduled

• schedules for transmission data-packets generated at the logical-link layer

• forwards to the logical-link layer the received data-packets that are destined to the
node

The main-processing module consists of several processors that are dedicated

to specific tasks and a set of queues where unscheduled data packets are stored

temporarily. There are three types of processors: main processor, scheduler, and link

establisher. There is only one main processor in the module. The main processor

controls the flow of packets within the module and creates and destroys scheduler and

link-establisher processes. The schedulers are created and destroyed at the onset

and at the end of the simulation respectively. There is one scheduler per channel. A

scheduler generates and processes for its assigned channel the request, availability,

and grant IEs transmitted and received by the node respectively. The link-establisher

processes are created and destroyed dynamically by the main processor during the

simulation. A link establisher is created when a 1-hop neighbor is detected for the first

time. The link-establisher generates and destroys the link-establishment IEs transmitted

and received by the node for establishing the incoming and outgoing links with the

detected 1-hop neighbor. The main processor destroys the link-scheduler once these

links have been established.

The flow of packets within the main-processing module consists of two directions.

These correspond to the transmission and reception of packets. In the direction of

transmission, data packets are generated by the logical-link layer and delivered to

the main processor. The main processor stores them in the module’s queues. These

are the input queues. There is one input queue per outgoing link. Depending on the

lengths of the input-queues, the main processor invokes the schedulers which generate

the scheduling IEs (i.e., request IE, availability IE, and grant IE). With these IEs and

based on the election algorithm, the main processor generates scheduling packets and
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calculates their schedules. The scheduling packets are forwarded to the output queues

along with their schedules. When the schedulers are finished scheduling any packets in

the input queues, the main processor removes those packets from the input queues and

forwards them along with their schedules to their corresponding output queues. Also,

the main processor generates link-establishment packets with the link-establishment

IEs generated by the link-establishers and calculates their schedules based on the

election algorithm. These packets are also forwarded along with their schedules to their

corresponding output queues. In the direction of reception, the main processor first

checks whether the received packets are directed to the node it belongs to. If that is

the case, the main processor forwards data packets to the logical-link layer, reads IEs

from scheduling and link-establishment packets, and destroys these types of packets

(i.e., scheduling and link-establishment packets). Scheduling IEs are passed to their

corresponding schedulers, and link-establishment IEs are passed to their corresponding

link-establishers.

5.3.1 The Link-Establishers

The link-establisher process model is shown in Figure 5-3. The model is a state

transition diagram in which actions are taken at every state, and state transitions

take place when the main processor invokes the link-establisher. The link-establisher

communicates with the main processor by writing on and reading from a buffer that can

be accessed by both processes only.

The link-establisher is able to perform two different roles present in the three-way

handshake. These are the challenger and the replier. The challenger corresponds to

the link-establisher at the 1-hop neighbor with lower ID which initiates the handshake

by sending a challenge. The replier corresponds to the link-establisher at the 1-hop

neighbor with higher ID which replies to the challenge by sending a challenge-response.

In the initial state, named init (Figure 5-3), the process decides its role. The challenger

jumps from init to prep-challenge, and the replier jumps from init to prep-response.
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Upon arrival to prep-challenge, the link-establisher prepares the link-establishment

IE with the challenge that initiates the handshake and waits at state wait until the main

processor is ready to process the link-establishment IE. When the main processor is

ready, the link-establisher jumps to tx-challenge, writes the link-establishment IE on

the buffer, and sets a timer for the retransmission of the link-establishment IE in case

it receives no response from the 1-hop neighbor. Then, the link-establisher jumps

to wait-response where it waits for a response. If the response is not the expected

challenge-response, it jumps to abort where it aborts the handshake and destroys itself.

In this case, the main processor will later create another link-establisher for establishing

the links with the 1-hop neighbor. If the response is the expected challenge-response,

the link-establisher, at state prep-accept, reads the incoming-link ID assigned by

the 1-hop neighbor, and creates another link-establishment IE with an accept and

outgoing-link ID. When the Link-Establishment is written on the buffer at state tx-accept,

the link-establisher jumps to finish, notifies the logical-link layer that a new outgoing link

has been established and destroys itself.

Upon arrival to prep-response (i.e., when the link-establisher takes the replier role),

the link-establisher creates a link-establishment IE with a challenge-response and

outgoing-link ID and waits at state wait until the main processor is ready to process the

link-establishment IE. When the main processor is ready, the link-establisher jumps

to tx-response, writes the link-establishment IE on the buffer, and sets a timer for a

retransmission in case no response is received from the 1-hop neighbor. When the

response is received, the link-establisher checks whether it is another challenge, the

expected accept, or an unexpected response (i.e., reject, challenge-response). If it

is another challenge, the link-establisher assumes that the previously transmitted

challenge-response was not received and the link-establishment IE is retransmitted.

If it is the expected accept, the link-establisher jumps to get-LinkID where it reads the

incoming-link ID and jumps to finish. At state finish, it notifies the logical-link layer that a
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new outgoing link has been established and destroys itself. If it an unexpected response,

the link-establisher jumps to abort.

Figure 5-3. Link-establisher process model

5.3.2 The Schedulers

The schedulers implement the distributed-scheduling algorithm used for scheduling

the data packets stored in all the input queues. To illustrate the scheduling process, we

propose the Sliced-Greedy-Maximal-RBDS (Sliced-GM-RBDS) algorithm, based on the

GM-RBDS policy proposed in Chapter 2. The Sliced-GM-RBDS algorithm uses sets

of data slots like the ones shown in Figure 5-4. In order to specify these sets, the data

subframes are all divided or sliced into a given number of data-slot groups of the same

size. For example, in Figure 5-4, there are 12 data slots per frame numbered from 4 to

15 which are divided into 4 data-slot groups. These groups correspond to the data slots

numbered 4-6, 7-9, 10-12, and 13-15. A set of data slots is specified with a data-slot

group and a frame range. For example, if the group corresponds to data slots numbered

from 7 to 9 and the frame range consists of frames numbered from 11 to 20, the set of

data slots consists of 30 data slots (i.e., 10 frames and 3 data slots per frame). This set

is shown in Figure 5-4 along with other three different sets. In WiMAX-RBDS-Sim, there
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are 256 minislots per frame as specified in the standard [1], and the size of the data-slot

groups is a simulation parameter.

Figure 5-4. Data-slot reservation in the Sliced-GM-RBDS algorithm

The Sliced-GM-RBDS algorithm is based on the following scheduling policy.

Whenever a node transmits a scheduling packet,

• for every outgoing link, request a set of data slots that covers the longest frame
range that can be entirely covered with unscheduled data packets

• grant the longest requests that do not overlap with each other

• for every request and grant made, set its start frame (i.e., the first frame of the
frame range covered by the request/grant) at the earliest possible frame such that
overlaps are avoided

In the algorithm, a request IE (defined in Section 5.2.1) is always generated along

with an availability IE. The request IE specifies the size of a set of data slots (i.e., the

number of requested data slots). The availability IE specifies a set of data slots whose

size is at least equal the size of the set of data slots specified in the request IE. The

availability IE’s set indicates all the data slots that the node’s 1-hop neighbor is allowed

to include in the grant for the request. Therefore, this set should not include any of

the data slots that belong to any of the grants heard by the node sending the request,
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otherwise the grant generated at the node’s 1-hop neighbor may overlap one or more

of such grants, and the node will not be able to confirm the grant. On the other hand,

the 1-hop neighbor is able to grant the request if it finds a set of data slots within the

availability IE’s set that does not overlap any of the grants that it has heard and that has

the size specified in the request IE.

The scheduler process model is shown in Figure 5-5. It consists of two states.

These are init and schedule. In state init, the scheduler initializes itself according to

simulation parameters such as the number of data-slot groups. This initialization takes

place only once when the scheduler is created by the main processor at the onset of the

simulation. The tasks performed in state schedule take place every time the scheduler

is invoked by the main processor. The main processor invokes the scheduler every

time a scheduling packet is transmitted or received in order to generate and process

MSH-DSCH messages respectively. The contents of the messages are generated and

processed using the Sliced-GM-RBDS algorithm.

Figure 5-5. Scheduler process model

When the scheduler is invoked for generating the contents of an MSH-DSCH that is

going to be transmitted, it generates grant, request, and availability IEs5 .

Grant-IE generation: For every pending request, the set of overlapping requests is

found. If the request is the longest in this set, it is granted and all the other requests in

the set are discarded (i.e., they are not longer eligible for any grant). The grant for each

of the granted requests is assigned a set of data slots that is determined as follows.

5 The Sliced-GM-RBDS algorithm uses timers for discarding requests that expire.
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The set’s data-slot group is the one specified in the request’s availability IE. The size

of the set’s frame range is the one specified in the request IE, and the number of the

set’s start frame is the maximum among the frame numbers of the following frames: the

availability IE’s start frame, the frame following the last frame granted in the data-slot

group indicated by the availability IE, and the frame that is a pre-specified number of

frames ahead of the current one. In this way, it is assured that the grant does not overlap

any of the grants heard by the node and the 1-hop neighbor that made the request.

Also, it is assured that the 1-hop neighbor is able to confirm the grant before the grant’s

start frame becomes the current frame.

Request and availability IEs generation: For every outgoing link, if there is a

pre-specified minimum of unscheduled data packets in its input-queue, a request is

made for a set of data slots whose length is the longest that can be entirely covered with

unscheduled data packets. The availability of each request is generated according to the

following four conditions.

It does not overlap any of the grants heard by the node.

If there is a data-slot group which has not been included in any of the availabilities

heard by the node or any of the availabilities that were previously calculated for other

outgoing links, that data-slot group is assigned to the availability being calculated, and

the availability’s start-frame number is the maximum among the frame numbers of the

following frames: the frame following the last frame granted in the data-slot group, the

frame when the next MSH-DSCH packet is transmitted by this node.

If there is not such data-slot group, the data-slot group that has been assigned to

the lowest number of availabilities among all the availabilities heard by the node and the

availabilities previously calculated for other outgoing links is assigned to the availability,

and the availability’s start-frame number is the maximum among the frame numbers of

the following frames: the frame following the last frame granted across all the data-slot

groups, the frame when the next MSH-DSCH packet is transmitted.
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The number of the last frame of the availability’s frame range is always made equal

to infinity. In this way, the node that grants the request is able to use for the grant any of

the frames following the availability’s start frame. This is possible because none of the

data slots that belong to the availability’s data-slot group and to the frames that follow

the availability’s start frame has been granted according to the previous two items.

When the scheduler is invoked for processing the grant IEs of an MSH-DSCH

message that has been received, it performs the following actions. For every grant IE

in the MSH-DSCH message, the scheduler checks whether the grant is directed to

the node. If it is, the scheduler looks for the ID of the outgoing link that connects to the

1-hop neighbor that sent the grant. Then, it schedules data packets that are in the input

queue assigned to the outgoing link. These packets are scheduled in the set of data

slots specified in the grant IE. Finally, it generates a grant IE for confirming the received

grant. This grant confirmation is a copy of the received grant IE.

5.4 OPNET Implementation

The OPNET implementation of the WiMAX-RBDS-Sim architecture is shown

in Figure 5-6. This implementation matches the WiMAX-RBDS-Sim architecture

shown in Figure 5-2. The physical layer consists of a radio-receiver module and a

radio-transmitter module. Each module is configured with 10 radio channels and any

of the configuration modes (i.e., bandwidth, forward error correction, and modulation

schemes) specified in the standard [1]. Also, each module is connected to 10 packet

streams, which are OPNET elements used for communicating packets across modules.

There is 1 packet stream per channel. The radio-receiver module connects to 10

packet-classifier modules through the packet streams, and each packet-classifier

module connects to the main-processing module through 3 packet streams. Each

of these packet streams carries packets of only one type (i.e., link-establishment,

scheduling, or data packet). The main-processing module connects to the data-pa-

cket-source-sink module of the logical-link layer through 2 packet streams. The
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outgoing packet stream carries received data packets and notifications, in the form

of packets, of new outgoing-link establishments. The incoming packet stream carries

data packets generated by the data-packet-source-sink module. The main-processing

module connects to 10 output-queue-channel-classifier modules with 1 packet

stream per module. There is 1 of each of these modules per channel, and they are

used for temporarily storing any type of scheduled packets. Finally, each of the out-

put-queue-channel-classifier modules connects to the radio-transmitter module through

1 packet stream that carries scheduled packets of any type when they need to be

transmitted.

Figure 5-6. Implementation of the WiMAX-RBDS-Sim architecture

The main-processing module implements the main processor, link-establishers,

and schedulers as shown in Figure 5-2. Also, it implements the input-queues in which

data-packets generated at the logical-link layer are stored temporarily while they are

scheduled.
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The time-sync module synchronizes the main-processing and output-queue-cha-

nnel-classifier modules with the frame structure shown in Figure 5-1. It interrupts these

modules at the onset of every control and data slot and informs them of the current-time

information such as the current frame number, current type of subframe (i.e., control or

data subframe), and the current control or data slot number.

5.5 Simulation Results

An IEEE 802.16 mesh network with a grid topology of 7 × 8 nodes was simulated6 .

The number of slots in the control subframe was set to 9. The interference model

considered was the protocol model [28] in which a reception is successful if the

transmitter is closer to the receiver than any other node that transmits simultaneously.

The traffic load was varied from 0 to 256 pk/s while accounting for the number of

interfering links of every link. For example, if a link had 1 or 3 interfering links and the

traffic load was set at 256 pk/s, the traffic generated for that link was 128 pk/s or 64 pk/s

respectively (i.e., 256
1+1

pk/s and 256
1+3

pk/s). A total of 3000 frames were simulated.

The results obtained with WiMAX-RBDS-Sim are shown7 in Figures 5-7, 5-8, 5-9,

5-10, 5-11, and 5-12.

Figure 5-7 shows the histogram of the control-subframe access delay. This is

the delay a node experiences to gain access to the control subframe. When an

IEEE 802.16 mesh node accesses the control subframe (i.e., it transmits either

a link-establishment or scheduling packet), it competes for a future control slot to

transmit its next link-establishment or scheduling packet. The time between two

consecutive accesses to the control subframe is the access delay, and it directly

6 The size of this network is representative of real WMNs [9].

7 The WiMAX-RBDS-Sim framework also allows the analysis of the
data-packet-delivery delay, throughput, and collision probability in the control and data
subframes, but these results are not discussed here for the sake of brevity.
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affects the time required to finish any handshake in control subframes. Therefore,

the scheduling-handshake delay, which is the time required to perform the three-way

handshake specified in Section 5.2.1 for negotiating a data-slot reservation, is affected

by the shape of such histogram (i.e., the distribution of the control-subframe access

delay). This shape can be modified by dynamically controlling the parameters of the

election algorithm, which is the technique used in [6, 31, 40, 47, 78, 85–87] for the

implementation of different QoS, collision avoidance, and congestion control schemes.

Therefore, WiMAX-RBDS-Sim is a tool that can be used for the evaluation of such

schemes by facilitating a simulation framework in which they can be readily integrated.

Figure 5-7. Control-subframe access delay histogram

Figure 5-8 shows the data-slot reservations of two 1-hop neighbors during an

interval of 7 seconds. These reservations are calculated by the Sliced-GM-RBDS

Algorithm so that overlaps between them are avoided. The algorithm was configured

with 16 slices8 . The blank spaces correspond to sets of data slots that were reserved

for other nodes in the network. Ideally, there should not be any blank spaces nor

8 The data-slot reservation example shown in Figure 5-4 considers only 4 slices.
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overlaps when all the nodes that interfere with the two 1-hop neighbors are considered.

Figure 5-8 is an example of the type of results that can be obtained for RBDS algorithms.

In this example, the Sliced-GM-RBDS algorithm is being considered. However, other

RBDS algorithms, such as the ones presented in [18, 21, 24, 42, 43, 48, 79, 88], can be

integrated as scheduler processes (Figure 5-2) and evaluated.

Figure 5-8. Data-slot reservation of two 1-hop neighbors in a network with grid topology
of 7× 8 nodes

Figure 5-9 shows the average length across the network of the output queues for a

traffic load of 64 pk/s when the number of slices increases. The average output-queue

lengths clearly depend on the number of slices. Therefore, the capacity of the network

can be increased by configuring it with the optimal (i.e., minimum average output-queue

length) number of slices. When the data subframes are not partitioned (i.e., when

there is only 1 slice), the average output-queue length is not minimized. This is the

configuration used in the GM-RBDS algorithm presented in Chapter 2. Therefore,

the Sliced-GM-RBDS algorithm is an improved version of the GM-RBDS algorithm in

terms of network capacity. The Sliced-GM-RBDS algorithm is able to maintain lower

queue lengths, and as a consequence lower data-packet-delivery delays, than the

GM-RBDS algorithm does. Specifically, the Sliced-GM-RBDS minimizes the average

output-queue length when the number of slices is 16. Figure 5-10 shows the average
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output-queue length for different traffic loads when the number of slices is fixed at 16.

The output-queue lengths are finite as long as the traffic load is below 128 pk/s. For

higher traffic loads, the output-queue lengths increase indefinitely with time.

Figure 5-9. Average output-queue length for increasing number of slices (traffic load
= 64 packets per second)

Figure 5-10. Average output-queue length for increasing traffic loads (number of slices =
16)

Figure 5-11 shows the instantaneous length of the input and output queues in the

network when the traffic load is maximum (i.e., 256 pk/s). As expected from the results

in Figure 5-10, the output queues are unstable (i.e., they increase indefinitely with time).

However, the input queues are stable (i.e., they always return to the empty state at some

points in time). Therefore, given that the input queues are always stable and the output
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queues are stable for traffic loads lower than 128 pk/s, the Sliced-GM-RBDS algorithm

guarantees the stability of the network (i.e., all the queues in the network are stable) for

the simulation scenario considered when the traffic load does not exceed 128 pk/s.

Figure 5-11. Input-queue and output-queue length comparison for maximum traffic load

Figure 5-12. Link-establishment delay histogram

As a final example of the results and analysis that can be performed with Wi-

MAX-RBDS-Sim, the histogram of the link-establishment delay is shown in Figure 5-12.

This delay is the time required for establishing the incoming and outgoing links between
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1-hop neighbors with the three-way handshake specified in Section 5.2.2. There is a

total of 97 incoming-outgoing link pairs in the 7 × 8 grid topology. The results show

that the link-establishment algorithm establishes a bidirectional link in no more than 2.6

s. This result is also affected by the distribution of the control-subframe access delay

(Figure 5-7) given that the link-establishment handshake is performed with the exchange

of packets in the control subframe. A scheme for reducing the link-establishment delay

was proposed in [80].

5.6 Performance Evaluation

The performance of WiMAX-RBDS-Sim in terms of simulation speed and memory

usage was evaluated for different network setups. The simulated network setups

included 4 different grid topologies with increasing number of nodes (i.e., 4 × 8, 5 × 8,

6 × 8, and 7 × 8) with the same configuration used in Section 5.5. The simulations

were performed in the sequential mode in which there is only one thread of execution9 .

Figures 5-13 and 5-14 show that the simulation speed decreases and the memory

usage increases approximately linearly when the number of nodes increases.

Figure 5-13. Simulation speed

9 The platform used in the simulation included a processor Intel Core Duo at 3 GHz
and 3 GB of RAM at 3 GHz.
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Figure 5-14. Memory usage

5.7 Summary

A new simulation model for IEEE 802.16 mesh networks with distributed scheduling

(i.e., WiMAX-RBDS-Sim) was developed in OPNET. It provides interfaces for the

implementation and evaluation of distributed scheduling policies and link-establishment

algorithms. The policies may be based on the dynamic variation of the election-algorithm

parameters or on the reservation of future data slots.

As an example of the use of WiMAX-RBDS-Sim, a new RBDS policy (i.e.,

Sliced-GM-RBDS) was implemented and evaluated with it. This policy is based on

the concepts of input and output queues. The results showed that the Sliced-GM-RBDS

policy outperformed the GM-RBDS policy in terms of capacity since the system of

queues was stable for higher traffic loads when the Sliced-GM-RBDS was used. Also, a

link-establishment algorithm was implemented and integrated with WiMAX-RBDS-Sim,

and its performance was evaluated in terms of delay.

Finally, the performance of WiMAX-RBDS-Sim was evaluated in terms of simulation

speed and memory usage for an increasing number of nodes.
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CHAPTER 6
SUMMARY OF COMPLETED WORK

In Chapter 1, the research problem was stated. The main problem to be solved is

to control the topology of wireless multihop networks (WMN) in order to maximize the

performance of end-to-end data flows established on the networks. This performance

is given in terms of the set of end-to-end data-packet rates that the network supports

while guaranteeing stability. The topology is controlled by means of transmission-power

control.

In order to solve the research problem, the work discussed in Chapters 2, 3, and 5

has been finished.

In Chapter 2, a new framework for the stability analysis of scheduling policies for

wireless networks that allow the reservation of future data-subframes was proposed. In

these policies, the nodes coordinate the assignment of data-subframes by exchanging

scheduling packets. The concepts of input-queue and output-queue were introduced

into the framework in order to account for the packets waiting to be scheduled and the

schedules assigned to these packets. Based on these concepts, sufficient conditions for

the stability of reservation-based-distributed-scheduling (RBDS) wireless networks were

found.

Within the proposed framework, the greedy-maximal reservation-based-dis-

tributed-scheduling (GM-RBDS) policy was analyzed. The nodes implement this

policy by exchanging scheduling packets using the Institute-of-Electrical-and-Elec-

tronics-Engineers (IEEE) 802.16 election algorithm. A region in which the proposed

reservation-based scheduling policy is stable was found using the framework. It was

shown that the size of this region depends on the factor ν which is determined by two

characteristics of the network topology only (i.e., s j and |Pmax|). An IEEE 802.16 mesh

network with the proposed scheduling policy (i.e., GM-RBDS) was simulated. It was

shown that the policy always guaranteed the stability of the input-queues and that the
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output-queues were stable when the load was within 18
24

of the optimal region. Finally,

the performance of the GM-RBDS policy was compared with the W and enhanced-lo-

cal-greedy-scheduling (ELGS) policies. It was shown that the GM-RBDS policy has

an advantage over the W and ELGS policies in terms of the required overhead and its

ability to reserve any future data-subframes.

In Chapter 3, the heuristic-stability-region-adaptation algorithm was proposed

for transmission power control. This is a centralized algorithm that increases the

input-packet rates that flows can support and decreases the end-to-end delays. It

is is based on the adaptation of the stability region of a given link-scheduling policy

when only the links that belong to a given set of flows are considered. The algorithm

can be readily adapted to any link-scheduling policy whose stability region has been

characterized, so it is not limited to any specific scheduling approach such as re-

quest-to-send/clear-to-send-based policies. The improvement on throughput achieved

by our algorithm was evaluated by means of simulation for the min-hop routing algorithm

and the GM-RBDS link-scheduling policy in IEEE 802.16 mesh networks. It was shown

that it outperforms the classical solution of reducing transmission powers to increase

spatial reuse. Also, its performance was evaluated. It was found that it depends on the

flow density. The performance increases as the flow density decreases.

In Chapter 4, distributed topology-control algorithms for WMNs under GM-RBDS

were designed considering the results in [73, 77]. The problem was solved in three

steps. First, the topology-control optimization problem was formulated as a potential

game in which the flows (i.e., players) collaborate for maximizing the packet rates they

can support while guaranteeing stability. Second, in order to analyze the potential

game, the objective functions (i.e., flows’ utilities) of the topology-control optimization

problem were heuristically modified such that the problem could be formulated as

an integer linear program. This problem corresponded to the optimization of a linear

potential function of the modified game. This linear potential function approximated
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the objective of the original problem (i.e., without the modifications). The reason for

the linear formulation is that it guaranteed that the potential game converged to a

Nash equilibrium that is also a global optimum of the modified objective function.

However, given that a different objective function was optimized in the game due to

the modifications, the transmission powers (TP) calculated by the flows were in some

cases different to the optimal TPs. Third, the difference of the maximum total throughput

achieved by means of the modified potential game and the optimal maximum throughput

was characterized. This characterization was based on the worst case scenarios in

which the modified utilities mislead the flows to decide strategies that did not optimize

the maximum total throughput. The simulation results showed that for neworks with

low flow density, the game-theoretical algorithms performed simalarly to the centralized

algorithm of Chapter 3, for networks with medium flow density, they outperformed the

centralized algorithm, and for networks with high flow density, they were outperformed by

the centralized algorithm. The reason for this behavior was the view of the network that

the algorithms have. The game-theoretical algorithms have limited view of the network

due to their distributed nature, and the centralized algorithm has a global view of the

network.

Finally, in Chapter 5, a new simulation model for IEEE 802.16 mesh networks

with distributed scheduling was developed using optimized network engineering tools

(OPNET). It was called worldwide-interoperability-for-microwave-access RBDS simulator

(WiMAX-RBDS-Sim). It provides interfaces for the implementation and evaluation of

distributed scheduling policies and link-establishment algorithms. The policies may

be based on the dynamic variation of the election-algorithm parameters or on the

reservation of future data slots.

As an example of the use of WiMAX-RBDS-Sim, a new RBDS policy (i.e.,

Sliced-GM-RBDS) was implemented and evaluated with it. This policy is based on

the concepts of input and output queues. The results showed that the Sliced-GM-RBDS
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policy outperformed the GM-RBDS policy in terms of capacity since the system of

queues was stable for higher traffic loads when the Sliced-GM-RBDS was used. Also, a

link-establishment algorithm was implemented and integrated with WiMAX-RBDS-Sim,

and its performance was evaluated in terms of delay.

The results obtained in Chapters 1 to 5 have been published as follows. The

research problem discussed in Chapter 1 was originally formulated in [70]. The results

discussed in Chapter 2 have been published in [74] and [71]. The results discussed in

Chapter 3 have been published in [73] and [77]. The results obtained in Chapter 4 have

been submitted for publication in [76]. The results discussed in Chapter 5 have been

published in [75] and [72].
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APPENDIX A
INPUT AND OUTPUT DATA-PACKET ARRIVAL RATE OF SG

S

The expected number of data-packet arrivals to node j ’s input-queue Q ji (n) is

derived as follows.

λ(i ,j)s , E
[
A
(i ,j)
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]
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APPENDIX B
PROOF OF THEOREM 2.1

Consider the Lyapunov functions V is(n) and V os (n) defined next for the queue

processes Q ji (n) and Q jo(n) in SG
s .

V i ,os (n) ,
∑
j∈N

(
Q ji ,o(n)

)2
The following Lyapunov functions V i(mn) and V o(mn) for queue processes Q(i ,j)i (m)

and Q(i ,j)o (m) in SG are found to be equivalent to V is(n) and V os (n) respectively as

follows.
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)2
=
∑
j∈N

(
Q jo(n)

)2
= V os (n)

Therefore, V i(mn) has negative drift if and only if V is(n) has negative drift. The same

relation holds for V o(mn) and V os (n).

The change in the value of V os (n) is found as follows.
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The drift of V os (n) is found as follows, where C is some constant.
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In the previous equalities, the facts that EQ jo(n),Nµ2(n)

[
|Hj(n)|

]
= E

[
|Hj(n)|

]
and

EQ jo(n),Nµ2(n)

[
N jµ1(n)

]
= E

[
N jµ1(n)

]
have been used. These facts are true because |Hj(n)|

and N jµ1(n) are independent of Q jo(n) and Nµ2(n). |Hj(n)| is the output-queue-length

increase, which corresponds to the total number of data-subframes included in

the grants, blanks, and overlaps that are scheduled between the nth and (n + 1)th

scheduling-packet transmissions of j (Section 2.3.2.4). This set of data-subframes is

shown in Figure 2-5B. The distribution of grants, blanks, and overlaps depends on how

the specific reservation-based-distributed-scheduling (RBDS) policy implemented on the

network uses the length of input-queues for calculating requests. N jµ1(n) is determined

by the number of control-time-slots between these transmissions, and this number is

equal to ∆M jm (Eq. 2–10).

Given that the network is stationary, the drift of V os (n) is upper-bounded as follows.
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By a similar analysis, it is found that the drift of V is(n) is upper-bounded as follows.
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Therefore, the drifts of both V is(n) and V os (n) are negative if

max
j∈N

(
|Hj | − N jµ1

)
< 0,

max
j∈N

∑
i∈S j1

λ(i ,j)s −mds

∑
i∈S j1

|G (i ,j)|

 < 0,

and the proof follows from this condition and Eq. 2–15.

158



APPENDIX C
PROOF OF LEMMA 1

Consider the input-queue given by the Markov process in Eq. 2–25, assume that

the probability that the request for this queue is successfully granted
(
i.e., P

[
I
(i ,j)
Qmax
(n) =

1, I
(i ,j)
s (n) = 1

])
is always equal to its lower-bound given by Eq. 2–28. Let s denote this

lower-bound. The expected value of Q(i ,j)s (n) is upper-bounded by the expected value of

Q
(i ,j)
s (n) found under this assumption.

Let ax and δx be defined as follows.

ax , P[A(i ,j)s (n) = x ]

δx , P[∆Q(i ,j)s (n) = x ]

The probability that Q(i ,j)s (n) moves from state x1 to state x2, where x1 ≤ x2 is

s(an ∗ δn)[x2] + (1 − s)ax2−x1. That is, the probability that the request is successfully

granted and the number of packet arrivals A(i ,j)s (n) plus the remaining packets in the

queue ∆Q(i ,j)s (n) is x2 or that the request is not successfully granted and there are x2− x1

packet arrivals.

Therefore, the equilibrium equations are given as follows for all Px , where Px is the

probability that Q(i ,j)s (n) is in state x .

Px = (s(an ∗ δn)[x ] + (1− s)ax)P0 + (s(an ∗ δn)[x ] + (1− s)ax−1)P1 + ...

= s(an ∗ δn)[x ]
∞∑
n=0

Pn + (1− s)
∞∑
n=0

ax−nPn

= s(an ∗ δn)[x ] + (1− s)(an ∗ Pn)[x ]

The expected value of Q(i ,j)s (n) is found by evaluating dP(z)
dz

∣∣
z=1

, where P(z) is

defined as
∑∞
x=0 Pxz

x .

P(z) and dP(z)
dz

∣∣
z=1

are given as follows.
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P(z) = sA(z)∆(z) + (1− s)A(z)P(z)

dP(z)

dz

∣∣
z=1
=
1

s

dA(z)

dz

∣∣
z=1
+
d∆(z)

dz

∣∣
z=1
=
1

s

E[A(i ,j)s (n)]
mds

+ E[∆Q(i ,j)s (n)]

From Eq. 2–15, Eq. 2–28, and the assumption that P
[
I
(i ,j)
Qmax
(n) = 1, I

(i ,j)
s (n) = 1

]
= s,

the expected value of Q(i ,j)s (n) can be upper-bounded as follows.

E
[
Q
(i ,j)
s (n)

]
≤ s jλjNµ1 + E

[
∆Q

(i ,j)
s (n)

]

160



APPENDIX D
PROOF OF THEOREM 3.1

Let the following notation be defined for the presentation of the proof. Link (i , j)

belongs to flow fn ∈ F if node j is preceded by node i at any point in the flow’s path pn(
i.e., (i , j) ∈ fn if pn(m) = i and pn(m + 1) = j for some m = 1, 2, ... , |pn| − 1

)
. The set of

flows that link (i , j) belongs to is denoted by F(i ,j)
(
i.e., F(i ,j) ,

{
fn : fn ∈ F , (i , j) ∈ fn

})
.

A node has three queues for every flow that it belongs to as shown in Figure D-1. For

flow fn on link (i , j) at node i , Q(i ,j)r,fn (n), Q
(i ,j)
i,fn (n), and Q(i ,j)o,fn (n) are the regulator, input, and

output queues respectively. A λ-regulator is a logical device with maximum service rate

λ, i.e., at each time-slot, a λ-regulator checks its queue and, if there are any packets,

it transfers a packet with probability λ. The following rule1 is used for each flow fn in

F : for the first hop along the flow’s path (i.e., pn(1)), there is a λn-regulator at its input

queue; for the mth hop (i.e., pn(m),m ≥ 2), there is a (λ + (m − 1)ϵ)-regulator, where

ϵ > 0. The packet departures of queues Q(i ,j)r,fn , Q(i ,j)i,fn , and Q(i ,j)o,fn are denoted by R(i ,j)fn
(n),

G
(i ,j)
fn
(n), and D i(n) respectively. The queue lengths and departures are indexed by n

which denotes the nth time that one or more than two nodes in the network transmit

a scheduling packet. The link in flow fn that follows link (i , j) is denoted by (i , j)′. For

example, Q(i ,j)
′

r,fn is the regulator queue for the link following link (i , j) in flow fn, which is

located at the destination node of link (i , j) (i.e., node j) as shown in Figure D-1. The

total traffic rate on link (i , j) is denoted by λ(i ,j), i.e., λ(i ,j) =
∑

λn∈F(i ,j) λn.

Let the following Lyapunov function V
(
Qr(n),Qi(n),Qo(n)

)
= Vr

(
Qr(n),Qo(n)

)
+

Vi
(
Qi(n)

)
+ Vo

(
Qo(n)

)
be defined for the system of queues given by Qr, i, o(n) ,[

Q
(i ,j)
r, i, o,fn(n)

]
fn∈F ,(i ,j)∈L

as follows.

1 This rule was originally used in [84] for the proof of the stability region of distributed
greedy scheduling policies under regulated multihop traffic.
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Figure D-1. Node queuing model per flow it belongs to

Vr
(
Qr(n),Qo(n)

)
,
∑
j ,i ,fn

(
Q
(i ,j)
o,fn (n) +Q

(i ,j)′

r,fn (n)
)2

,
∑
j∈N

∑
i∈S j1

∑
fn∈F(i ,j)

(
Q
(i ,j)
o,fn (n) +Q

(i ,j)′

r,fn (n)
)2

Vi
(
Qi(n)

)
,
∑
(i ,j)∈L

 ∑
fn∈F(i ,j)

Q
(i ,j)
i,fn (n)

∑
k∈S j1

∑
fn∈F(k,j)

Q
(k,j)
i,fn (n)



Vo
(
Qo(n)

)
,
∑
j∈N

max
i∈S j1

 ∑
fn∈F(i ,j)

Q
(i ,j)
i,fn (n)

2

The drift of V
(
Qr(n),Qi(n),Qo(n)

)
, is defined as follows2 .

EQr(n),Qi(n),Qo(n)

[
∆V
]
=

EQr(n),Qi(n),Qo(n)

[
V
(
Qr(n + 1),Qi(n + 1),Qo(n + 1)

)
− V

(
Qr(n),Qi(n),Qo(n)

)]
The proof is based on the sufficient conditions which guarantee that the drift

of V
(
Qr(n),Qi(n),Qo(n)

)
is negative3 . It proceeds as follows. First, the drifts of

Vi
(
Qi(n)

)
and Vo

(
Qo(n)

)
are obtained from the results in Chapter 2. Then, the drift

2 EY [X ] denotes the expected value of X given Y (i.e., EY [X ] , E [X |Y ]).
3 According to Foster’s theorem [5], a Markovian queueing system is stable if the drift

of the Lyapunov function is negative.
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of Vr
(
Qr(n),Qo(n)

)
is calculated. Finally, the drift of V

(
Qr(n),Qi(n),Qo(n)

)
is calculated

from the drifts of Vr
(
Qr(n),Qo(n)

)
, Vi
(
Qi(n)

)
, and Vo

(
Qo(n)

)
, and the sufficient condition

in which the drift of V
(
Qr(n),Qi(n),Qo(n)

)
is negative is found.

According to Chapter 2, under the greedy-maximal reservation-based-distribu-

ted-scheduling (GM-RBDS) policy, the drift of Vi
(
Qi(n)

)
is upper-bounded as follows,

where C1 and C2 are positive constants independent of Qr(n), Qi(n), and Qo(n).

EQi(n)

[
∆Vi
]
= EQi(n)

[
Vi
(
Qi(n + 1)

)
− Vi

(
Qi(n)

)]
< −C1

∑
j ,i ,fn

Q
(i ,j)
i,fn (n) + C2 (D–1)

Therefore, under the GM-RBDS policy, the input-queues are guaranteed to be

always stable. Qualitatively, this result is a consequence of the fact that under the

GM-RBDS policy, every time a node transmits a scheduling packet, it requests for every

link as many future data-subframes as can be covered completely with unscheduled

data packets. Given that these requests are always granted with some probability

greater than zero (Chapter 2), the probability that the input-queues return to the empty

state is always greater than zero.

According to Chapter 2, under the GM-RBDS policy, the drift of Vo
(
Qo(n)

)
is

upper-bounded as follows, where C3 and η are constants independent of Qr(n), Qi(n),

and Qo(n).

EQo(n)

[
∆Vo

]
= EQo(n)

[
Vo
(
Qo(n + 1)

)
− Vo

(
Qo(n)

)]
< −η

∑
j ,i ,fn

Q
(i ,j)
o,fn (n) + C3 (D–2)

The constant C3 is positive. The constant η is positive if the condition given by

Eq. D–3 is satisfied (Chapter 2), where Pmax is the longest path among all the paths in

the graphs induced by every node’s 2-hop neighborhood and that originate at the node(
i.e., if P i is the longest path that originates at node i in the graph induced by S i≤2, then
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Pmax = argmax{P i :i∈N} |P i |
)
. The length of Pmax is defined as the number of links in it and

denoted by |Pmax|.

∑
i∈S j1

λ(i ,j)
(
1 +

∣∣S i1\(S j1 ∪ j)∣∣) <
1

2|Pmax|+ 1
∀ j ∈ N (D–3)

Therefore, under the GM-RBDS policy, the output-queues are guaranteed to be

stable if Eq. D–3 is satisfied. Qualitatively, the condition given by Eq. D–3 guarantees

the stability of the output-queues because it limits the amount of data traffic the every

node receives. That is, when the total traffic that a node receives is limited, the grants

generated by the node are guaranteed not to reserve future data-time-slots that are

infinitely far away from the current data-time-slot. In this way, the probability that the

system time reaches the schedule of the data packet scheduled the farthest in time is

greater than zero. This is the probability that output-queues return to the empty state.

The drift of Vr
(
Qr(n),Qo(n)

)
is calculated as follows4 .

∆Vr = Vr
(
Qr(n + 1),Qo(n + 1)

)
− Vr

(
Qr(n),Qo(n)

)
=
∑
j ,i ,fn

(
Q
(i ,j)
o,fn (n + 1) +Q

(i ,j)′

r,fn (n + 1)
)2
−
∑
j ,i ,fn

(
Q
(i ,j)
o,fn (n) +Q

(i ,j)′

r,fn (n)
)2

=
∑
j ,i ,fn

(
Q
(i ,j)
o,fn
(n + 1) +Q

(i ,j)′

r ,fn
(n + 1)−Q(i ,j)o,fn

(n)−Q(i ,j)
′

r ,fn
(n)
)2

+ 2
∑
j ,i ,fn

((
Q
(i ,j)
o,fn
(n) +Q

(i ,j)′

r ,fn
(n)
)(
Q
(i ,j)
o,fn
(n + 1) +Q

(i ,j)′

r ,fn
(n + 1)−Q(i ,j)o,fn

(n)−Q(i ,j)
′

r ,fn
(n)
))

Given that Q(i ,j)o,fn
(n + 1) + Q

(i ,j)′

r ,fn
(n + 1) = Q

(i ,j)
o,fn
(n) + G

(i ,j)
fn
(n) + Q

(i ,j)′

r ,fn
(n) − R(i ,j)

′

fn
(n),

∆Vr is given as follows.

4 This calculation is based on the proof for the stability region of distributed greedy
scheduling policies under multihop traffic presented in [84].
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∆Vr = 2
∑
j ,i ,fn

((
Q
(i ,j)
o,fn
(n) +Q

(i ,j)′

r ,fn
(n)
)(
G
(i ,j)
fn
(n)− R(i ,j)

′

fn
(n)
))
+
∑
j ,i ,fn

(
G
(i ,j)
fn
(n)− R(i ,j)

′

fn
(n)
)2

The drift of Vr
(
Qr(n),Qo(n)

)
is given as follows.

EQr(n),Qo(n)

[
∆Vr

]
=2
∑
j ,i ,fn

((
Q
(i ,j)
o,fn
(n) +Q

(i ,j)′

r ,fn
(n)
)
EQr(n),Qo(n)

[(
G
(i ,j)
fn
(n)− R(i ,j)

′

fn
(n)
)])

+
∑
j ,i ,fn

EQr(n),Qo(n)

[(
G
(i ,j)
fn
(n)− R(i ,j)

′

fn
(n)
)2]

(D–4)

Given that the input-queues are guaranteed to be always stable according to

Eq. D–1 and that Q(i ,j)r,fn ’s output is connected to Q(i ,j)i ,fn
’s input only,

EQr(n),Qo(n)

[
G
(i ,j)
fn
(n)
]
= EQr(n),Qo(n)

[
R
(i ,j)
fn
(n)
]
≤ EQr(n),Qo(n)

[
R
(i ,j)′

fn
(n)
]
.

Therefore, the first term in the right-hand side of Eq. D–4 can be upper-bounded

as follows, where R(i ,j)fn
is the departure rate of regulator Q(i ,j)r,fn if Q(i ,j)r,fn is greater than

zero, and C4 is a positive constant independent of Qr(n), Qi(n), and Qo(n) such that

C4 >
(
R
(i ,j)′

fn
I
Q
(i ,j)′
r,fn

>0
− R(i ,j)fn

)
> 0.

2
∑
j ,i ,fn

((
Q
(i ,j)
o,fn
(n) +Q

(i ,j)′

r ,fn
(n)
)
EQr(n),Qo(n)

[(
R
(i ,j)
fn
(n)− R(i ,j)

′

fn
(n)
)])
=

2
∑
j ,i ,fn

((
Q
(i ,j)
o,fn
(n)+Q

(i ,j)′

r ,fn
(n)
)(
R
(i ,j)
fn
I
Q
(i ,j)
r,fn

>0
−R(i ,j)′fn

I
Q
(i ,j)′
r,fn

>0

))
< −2C4

∑
j ,i ,fn

(
Q
(i ,j)
o,fn
(n)+Q

(i ,j)′

r ,fn
(n)
)

The second term in the right-hand side of Eq. D–4 can be upper-bounded as

follows, where C5 is a positive constant independent of Qr(n), Qi(n), and Qo(n).
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∑
j ,i ,fn

EQr(n),Qo(n)

[(
G
(i ,j)
fn
(n)− R(i ,j)

′

fn
(n)
)2]
≤

∑
j ,i ,fn

EQr(n),Qo(n)

[(
G
(i ,j)
fn
(n)
)2
+
(
R
(i ,j)′

fn
(n)
)2]

< C5

Therefore, the drift of Vr
(
Qr(n),Qo(n)

)
is upper-bounded as follows.

EQr(n),Qo(n)

[
∆Vr

]
< −2C4

∑
j ,i ,fn

(
Q
(i ,j)
o,fn
(n) +Q

(i ,j)′

r ,fn
(n)
)
+ C5 (D–5)

Finally, from Eq. D–1, Eq. D–2, and Eq. D–5, the drift of V
(
Qr(n),Qi(n),Qo(n)

)
can

be upper-bounded as given by Eq. D–6, where C6 is a positive constant independent of

Qr(n), Qi(n), and Qo(n) such that C6 ≥ C2 + C3 + C5.

EQr(n),Qi(n),Qo(n)

[
∆V
]
< −C1

∑
j ,i ,fn

Q
(i ,j)
i,fn (n)−η

∑
j ,i ,fn

Q
(i ,j)
o,fn (n)−2C4

∑
j ,i ,fn

(
Q
(i ,j)
o,fn
(n)+Q

(i ,j)′

r ,fn
(n)
)
+C6

(D–6)

Therefore, the drift of V
(
Qr(n),Qi(n),Qo(n)

)
is guaranteed to be negative if η is

guaranteed to be positive, and this condition is satisfied when Eq. D–3 holds.

In the multihop scenario, only the links that belong to at least one flow contribute

to the queueing process Qr(n),Qi(n),Qo(n). Therefore, the sufficient condition for the

stability of the queues given by Eq. D–3 can be expressed in terms of the active and

direct 1-hop neighborhoods. That is, only the nodes in the direct 1-hop neighborhood

send data to their next hop, and only the nodes in the active 1-hop neighborhoods

participate in the scheduling process by granting requests, so the left-hand side of

Eq. D–3 can be rewritten as follows.
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∑
i∈S j1

λ(i ,j)
(
1 +

∣∣S i1\(S j1 ∪ j)∣∣) =∑
i∈S jd

λ(i ,j)
(
1 +

∣∣S ia\(S ja ∪ j)∣∣) =
∑
i∈S jd

λ(i ,j)
∣∣S ia\S ja∣∣ = λjf

∑
i∈S jd

d (i ,j)
∣∣S ia\S ja∣∣

Also, given that min-hop routing is assumed, |Pmax| can be at most 2 because

there are two and only two links in the shortest path from any node to any of its 2-hop

neighbors. These are the link from the node itself to a 1-hop neighbor that connects to

the 2-hop neighbor and the link that connects the 1-hop neighbor to the 2-hop neighbor.

Therefore, the bound given by Eq. D–3 is equivalent to

λjf

∑
i∈S jd

d (i ,j)
∣∣S ia\S ja∣∣ < 15 ∀ j ∈ N .
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APPENDIX E
FORMULATION OF THE

STABILITY-REGION-ADAPTATION-FOR-THROUGHPUT-MAXIMIZATION PROBLEM
AS A MIXED INTEGER PROGRAM WITH NON-LINEAR CONSTRAINTS

Let K(i , j) be the active 1-hop neighborhood of node i when all the nodes in

N have their transmission ranges set at the maximum rmax (i.e., K(i , j) , S ia when

r k = rmax ∀ k ∈ N ).

Let [xij ]i ,j∈N be the integer decision variables that indicate whether node j is within

node i ’s transmission range (i.e., xij = 1 if r i ≥ ||i , j ||, xij = 0 otherwise).

The minimum transmission range of node i that guarantees that none of the links

used by the flows is broken is denoted by r imin.

The problem of stability region adaptation for throughput maximization (SRA-TM)

can be formulated as a mixed integer program with non-linear constraints as follows1 .

maximize
∑
λn∈F

λn

subject to xii = 0 ∀ i ∈ N

xij = 1 if i covers j in the MinPower setup

xij = 0 if i does not cover j in the MaxPower setup

xij ≥ xik if ||i , j || < ||i , k ||

λn ≤
1

5
∑
i∈S jd
d (i ,j)

(∑
k∈K(i ,j) xki

(
1− xkj

))
∀ j ∈ {pn(m) : 2 ≤ m ≤ |pn|}

The first set of constraints eliminates meaningless decision variables. The second

set of constraints guarantees that none of the flows is broken by assuring the existence

1 The terms MinPower and MaxPower used in the formulation are defined in
Section 3.4.

168



of all the links present in the MinPower setup. The third set of constraints guarantees

that the maximum transmission range of the nodes is not exceeded by any node. The

fourth set of constraints guarantees that the coverage of every node is omnidirectional.

The fifth set of constraints guarantees that the flow rates are within the lower-bound

region given by Theorem 3.1.

The solution of the previous problem is given in terms of the decision variables

[xij ]i ,j∈N , and the solution of the SRA-TM problem is given in terms of the transmission

ranges [r i ]i∈N . Any set of transmission ranges that satisfies the solution [xij ]i ,j∈N

achieves the same objective-function value in the SRA-TM problem and its mixed-inte-

ger-program formulation.
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APPENDIX F
CHAPTER 4’S NOTATION

Tables F-1 and F-2 summarize the notation used throughout Chapter 4.

Table F-1. Chapter 4’s notation: network model
Symbol Meaning
N ∗ The set of nodes that belong to at least one flow
L∗ The set of links that belong to at least one flow
H Some subset of links, i.e., H ⊆ L
MH The set of all maximal schedules on H
Co(MH) The convex hull ofMH
F The set of flows
fn The nth flow in F
P fn The path of fn
P fnint The path of fn without the source node
r i The transmission range of node i
r imin The minimum r i that does not break any link in L∗

r The vector of transmission ranges of the nodes in N ∗

rmin The vector of minimum transmission ranges of the nodes in N ∗

rmax The vector of maximum transmission ranges of the nodes in N ∗

S ia The active 1-hop neighborhood of i , i.e., the 1-hop neighbors of i that
are intermediate or destination nodes of at least one flow

S id The direct 1-hop neighborhood of i , i.e., the 1-hop neighbors of i that
send data packets to i

||i , j || The Euclidean distance between nodes i and j
(i , j) The link directed from node i to node j
d (i ,j) The degree of link (i , j), i.e., the number of flows (i , j) belongs to
E (i ,j) The set of links that interfere with link (i , j)
E (i ,j)r E (i ,j) as a function of r
E jr The set of links that interfere with at least one incoming link of node j as

a function of r
E (i ,j)max E (i ,j)r evaluated at rmax

λE(i ,j) The set of packet rates of the links in E (i ,j)
λ The vector of packet rates of the links in L
λ∗ The vector of packet rates of the links in L∗

λjmax The highest packet rate that node j supports for each of its incoming
flows that guarantees stability

λjmax(E jr ) λjmax as a function of E jr
λfn The packet rate of flow fn
λfnmax The highest packet rate that flow fn supports while guaranteeing stability
λfnmax(r) λfnmax as a function of r
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Table F-2. Chapter 4’s notation: potential game
Symbol Meaning
S j The set of nodes that are able to affect λjmax with their transmission ranges

(Eq. 4–4)
S fn The set of nodes that are able to affect λfnmax with their transmission ranges

(Eq. 4–5)
Fn The set of flows whose highest supported packet rates are affected by

any of the moves that fn can make (Eq. 4–6)
R The game’s action space: the set of feasible transmission ranges of the

nodes controlled by the flows, i.e., the nodes in
∪
fn∈F S

fn

Rn The action space of fn: the set of feasible transmission ranges of the
nodes controlled by fn, i.e., the nodes in S fn

R−n The set of feasible transmission ranges of the nodes not controlled by fn,
i.e., the nodes in

(∪
fi∈F S

fi
)
\S fn

r−n The vector of transmission ranges of the nodes not controlled by fn, i.e.,
the nodes in

(∪
fi∈F S

fi
)
\S fn

µn(r) The utility function of flow fn as a function of r in the normalized-transport-
capacity adaptation-problem (NTC-AP) game (Eq. 4–7)

µ(r) The vector of utility functions [µ1(r),µ2(r), ...,µN(r)] in the NTC-AP game
µ∗
n(r) The utility function of flow fn as a function of r in the linear NTC-AP (Lin-

NTC-AP) game (Eq. 4–7)
λT(r) An ordinal potential function (OPF) of the NTC-AP game (Theorem 4.1),

and also the total throughput (Eq. 4–8)
a
(i ,j)
r The number of active hidden nodes of link (i , j), i.e., the number of nodes

in S ia\S
j
a, as a function of r

a The vector
[
a
(i ,j)
r

]
(i ,j)∈L∗

c j(r) The contention level of node j (Eq. 4–14)
c fnT (r) The total contention experienced by fn (Eq. 4–16)
c fnV (r) The contention variation experienced by fn (Eq. 4–16)
cLin(r) An OPF of the Lin-NTC-AP game, and also the total contention and

contention variation experienced by all the flows (Eq. 4–17)
cNTC(a) The objective function of the NTC-AP as formulated in Eq. 4–15
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APPENDIX G
PROOF OF THEOREM 4.5

In the normalized-transport-capacity adaptation-problem (NTC-AP), the goal is

to minimize the maximum contention experienced by each of the flows (Eq. 4–15).

Figure G-1 shows the cases in which transmission powers (TP) of active nodes

determined from aopt
Lin do not minimize the maximum contention of a flow. The notation

in Figure G-1 is as follows. The flow whose maximum contention is not minimized

by aopt
Lin is f1. The only TPs that are shown are the TPs of the active nodes that can

be modified in order to minimize the maximum contention of f1. The TPs shown

with dashed lines are the optimal TPs of the linear NTC-AP (Lin-NTC-AP) (i.e., TPs

determined from aopt
Lin), and the TPs shown with solid lines are the optimal TPs of

the NTC-AP (i.e., TPs determined from aopt
NTC). In the case of one single flow whose

maximum contention is not minimized by aopt
Lin, there are three possible TP-configurations

in which the optimal Lin-NTC-AP TPs differ from the optimal NTC-AP TPs. In the

general case, i.e., when the maximum contention experienced by two or more flows are

not minimized by aopt
Lin, the TP-configuration for each of these flows corresponds to one

of the three possible TP-configurations. Therefore, the three possible TP-configurations

describe all the possible ways in which optimal Lin-NTC-AP TPs do not minimize the

maximum contention experienced by one or more flows in the network. The first of these

TP-configurations is shown in Figure G-1A, the second is shown in Figure G-1B and

Figure G-1C, and the third is shown in Figure G-1D and Figure G-1E.

The following analysis is based on the following hidden nodes in Figure G-1. In

Figure G-1A, Figure G-1B, Figure G-1C, only one hidden node is considered per figure.

This node is the sink of f2. In Figure G-1D and Figure G-1E, several hidden nodes are

considered per figure. These nodes are the sinks of f5, f6, ..., f
5+|P f1int |

.

The contributions that the hidden nodes in Figure G-1A, Figure G-1B, Figure G-1C,

Figure G-1D, and Figure G-1E make to the contention variation of f1 and f3 are denoted
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A TP-configuration 1: sin-
gle active node is a hidden
node of a single link

B TP-configuration 2-single-
flow: single active node is a
hidden node of multiple links

C TP-configuration 2-
multiple-flow: single active
node is a hidden node of
multiple links

D TP-configuration 3 (Lin-NTC-
AP TPs): multiple active nodes
are hidden nodes of multiple
links

E TP-configuration 3 (NTC-AP
TPs): multiple active nodes are
hidden nodes of multiple links

Figure G-1. Suboptimal transmission-power (TP) configurations

by ∆f1V and ∆f3V respectively. The contribution that the hidden node in Figure G-1C makes

to the contention variation of f4 is denoted by ∆f4V . ∆f1V is different from zero only when

the TPs are determined from aopt
Lin (i.e., dashed-line TPs). When the TPs are determined

from aopt
NTC (i.e., solid-line TPs), the nodes are no longer hidden nodes of any of f1’s

links, so they do not contribute to f1’s contention variation (i.e., ∆f1V = 0). On the other

hand, ∆f3V and ∆f4V are different from zero only when the TPs are determined from aopt
NTC

(i.e., solid-line TPs). When the TPs are determined from aopt
Lin (i.e., dashed-line TPs),

the nodes are no longer hidden nodes of any of the links of f3 and f4, so they do not

contribute to the contention variation of f3 and f4 (i.e., ∆f3V = ∆
f4
V = 0).

It is assumed that the values taken by ∆f1V , ∆f3V , and ∆f4V that are greater than

zero meet the following inequalities. Otherwise, if this assumption is not made, the
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Table G-1. Objective function values: Transmission-power configuration 1, 2-single-flow
aopt

Lin aopt
NTC

Lin-NTC-AP cLin(a
opt
Lin) cLin(a

opt
Lin) + ∆

f3
V − ∆

f1
V

NTC-AP cNTC(a
opt
Lin) cNTC(a

opt
Lin)− dmax

Table G-2. Objective function values: Transmission-power configuration 2-multiple-flows
aopt

Lin aopt
NTC

Lin-NTC-AP cLin(a
opt
Lin)

cLin(a
opt
Lin) + ∆

f3
V

+∆f4V − ∆
f1
V

NTC-AP cNTC(a
opt
Lin) cNTC(a

opt
Lin)− dmax

solution aopt
Lin becomes optimal. In TP-configuration 1 (Figure G-1A), TP-configuration

2-single-flow (Figure G-1B), and TP-configuration 3 (Figure G-1D and Figure G-1E),

∆f3V > ∆f1V , and in TP-configuration 2-multiple-flows (Figure G-1C), ∆f3V + ∆
f4
V > ∆f1V .

Tables G-1 to G-3 show the objective-function values of the Lin-NTC-AP and the

NTC-AP evaluated at aopt
Lin and aopt

NTC for the three TP-configurations. The values of the

objective functions evaluated at aopt
NTC (i.e., cLin(a

opt
NTC) and cNTC(a

opt
NTC)) are given in terms

of the values of the objective functions evaluated at aopt
Lin (i.e., cLin(a

opt
Lin) and cNTC(a

opt
Lin)). In

this way, the factors that cause the difference between the objective-function values can

be identified. For example, Table G-1 states that

cLin(a
opt
Lin)− cLin(a

opt
NTC) = ∆

f3
V − ∆

f1
V ,

cNTC(a
opt
Lin)− cNTC(a

opt
NTC) = dmax.

The following analysis is divided into two parts. In the first part, the reason that

the Lin-NTC-AP game reaches suboptimal solutions of the NTC-AP in the three TP

configurations in Figure G-1 is proved. In the second part, the maximum difference

Table G-3. Objective function values: Transmission-power configuration 3
aopt

Lin aopt
NTC

Lin-NTC-AP cLin(a
opt
Lin) cLin(a

opt
Lin) + ∆

f3
V − ∆

f1
V

NTC-AP cNTC(a
opt
Lin) cNTC(a

opt
Lin)− 2dmax
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between the optimal and suboptimal solutions is calculated. Both parts are based on the

effects of switching from the TP powers given by aopt
Lin (i.e., dashed-line TPs) to the ones

given by aopt
NTC (i.e., solid-line TPs).

The Lin-NTC-AP game reaches suboptimal solutions of the NTC-AP in the three
TP configurations in Figure G-1

In TP-configuration 1 (Figure G-1A and Table G-1), the dashed-line TP of the

destination node of flow f2 partially covers flow f1 and does not cover f3, and the

solid-line TP covers f1 completely and partially covers f3. According to Eq. 4–17, the

value of cLin changes due to changes on the total contention (i.e.,
∑
fn∈F c

fn
T (r)) and

contention variation (i.e.,
∑
fn∈F c

fn
V (r)). The total contention is decreased by the value

of the degree of the link of f1 that is partially covered by the dashed-line TP, and it

is increased by the value of the degree of the link of f2 that is partially covered by

the solid-line TP1 . In the worst case scenario (i.e., when cNTC(a
opt
Lin) − cNTC(a

opt
NTC) is

maximum), these two link degrees are equal to dmax, so the total contention does not

change. The contention variation is increased by ∆f3V −∆
f1
V . Therefore, the total difference

between cLin(a
opt
NTC) and cLin(a

opt
Lin) is ∆f3V − ∆

f1
V (i.e., cLin(a

opt
Lin) − cLin(a

opt
NTC) = ∆

f3
V − ∆

f1
V ).

This result is the reason that, for TP-configuration 1, the Lin-NTC-AP game selects the

dashed-line TP, so it reaches a suboptimal equilibrium that does not minimize cNTC.

In TP-configuration 2-single-flow (Figure G-1B and Table G-1), the total contention

is decreased by the values of the degrees of the two links of f1 that are partially covered

by the dashed-line TP, and it is increased by the values of the degrees of the two links

of f3 that are partially covered by the solid-line TP. In the worst-case scenario, the link

degrees are equal to dmax, so the total contention does not change. The contention

variation is increased by ∆f3V − ∆
f1
V . Therefore, the total difference between cLin(a

opt
NTC) and

cLin(a
opt
Lin) is ∆f3V − ∆

f1
V . This result is the reason that, for TP-configuration 2-single-flow,

1 See the example in Figure 4-2 for the explanation.
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the Lin-NTC-AP game selects the dashed-line TP, so it reaches a suboptimal equilibrium

that does not minimize cNTC.

In TP-configuration 2-multiple-flows (Figure G-1C and Table G-2), the total

contention is decreased by the values of the degrees of the two links of f1 that are

partially covered by the dashed-line TP, and it is increased by the values of the degrees

of the link of f3 and the link of f4 that are partially covered by the solid-line TP. In the

worst-case scenario, the link degrees are equal to dmax, so the total contention does not

change. The contention variation is increased by ∆f3V + ∆
f4
V − ∆

f1
V . Therefore, the total

difference between cLin(a
opt
NTC) and cLin(a

opt
Lin) is ∆f3V + ∆

f4
V − ∆

f1
V . This result is the reason

that, for TP-configuration 2-multiple-flows, the Lin-NTC-AP game selects the dashed-line

TP, so it reaches a suboptimal equilibrium that does not minimize cNTC.

In TP-configuration 3 (Figure G-1D, Figure G-1E, and Table G-2), the total

contention is decreased by the values of the degrees of all the links of f1 that are

partially covered by the dashed-line TPs, and it is increased by the values of the

degrees of the links of f3 that are partially covered by the solid-line TPs. In the

worst-case scenario, the link degrees are equal to dmax. Given that there are a total

of P f1int + 1 TPs that cover partially the links of f1 and f3, the total decrease and increase

are each equal to (P f1int + 1)dmax. Therefore, the contention does not change. The

contention variation is increased by ∆f3V − ∆
f1
V . Therefore, the total difference between

cLin(a
opt
NTC) and cLin(a

opt
Lin) is ∆f3V − ∆

f1
V . This result is the reason that, for TP-configuration

3, the Lin-NTC-AP game selects the dashed-line TPs, so it reaches a suboptimal

equilibrium that does not minimize cNTC.

The maximum difference between the optimal solution of the NTC-AP and the
solution calculated by the Lin-NTC-AP game is bounded

The suboptimal equilibrium of the Lin-NTC-AP game reaches a value for cNTC that

is greater than the optimal (i.e., minimum) by a difference which is upper-bounded as

follows.
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In TP-configuration 1 (Figure G-1A and Table G-1), when the TP is changed from

the dashed-line TP to the solid-line TP, the maximum contention experienced by f1 is

decreased by the value of the degree of the link of f1 that is partially covered by the

dashed-line TP. The maximum contention experienced by f3 does not change because

f4 is the cause of the maximum contention of f3 when the dashed-line TP is set, and

when the solid-line TP is set, this maximum contention is not exceeded, i.e., when the

solid-line TP is set, the nodes of f3 whose incoming links are partially covered by the

TPs of f4 and f2 experience the same maximum contention, which is equal to 2dmax. This

is shown in Figure G-2 in which the nodes of f3 with maximum contention are highlighted

and only the TPs that cause their contention are included. Therefore, given that the

maximum contention experienced by f1 is decreased by a value equal to a link degree

and the maximum contention experienced by f3 is not varied, cNTC(a
opt
Lin) is higher than

cNTC(a
opt
Lin) by at most dmax.

Figure G-2. Nodes of f3 with maximum contention in TP-configuration 1

In TP-configuration 2-single-flow (Figure G-1B and Table G-1), the maximum

contention experienced by f1 is decreased by the value of the degree of one of the two

links of f1 that are partially covered by the dashed-line TP. The maximum contention

experienced by f3 does not change because f4 is the cause of the maximum contention

of f3 when the dashed-line TP is set, and when the solid-line TP is set, this maximum

contention is not exceeded, i.e., when the solid-line TP is set, the nodes of f3 whose

incoming links are partially covered by the TPs of f4 and f2 experience the same
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maximum contention, which is equal to 2dmax. Therefore, given that the maximum

contention experienced by f1 is decreased by a value equal to one link degree and the

maximum contention experienced by f3 is not varied, cNTC(a
opt
Lin) is higher than cNTC(a

opt
Lin)

by at most dmax.

In TP-configuration 2-multiple-flow (Figure G-1C and Table G-2), the maximum

contention experienced by f1 is decreased by the value of the degree of one of the two

links of f1 that are partially covered by the dashed-line TP. The maximum contentions

experienced by f3 and f4 do not change because f5 is the cause of the maximum

contentions of f3 and f4 when the dashed-line TP is set, and when the solid-line TP is

set, these maximum contentions are not exceeded, i.e., when the solid-line TP is set,

the nodes of f3 and f4 whose incoming links are partially covered by the TPs of f5 and f2

experience the same maximum contention, which is equal to 2dmax. Therefore, given that

the maximum contention experienced by f1 is decreased by a value equal to one link

degree and the maximum contentions experienced by f3 and f4 are not varied, cNTC(a
opt
Lin)

is higher than cNTC(a
opt
Lin) by at most dmax.

In TP-configuration 3 (Figure G-1D, Figure G-1E, and Table G-3), the maximum

contention experienced by f1 is decreased by twice the value of the degree of the

link of f1 that is partially covered by two dashed-line TPs. The maximum contention

experienced by f3 does not change because f2 and f4 are the cause of the maximum

contention of f3 when the dashed-line TPs are set, and when the solid-line TPs are set,

this maximum contention is not exceeded, i.e., when the solid-line TPs are set, the two

nodes of f3 whose incoming links are partially covered by the TPs of f2 and f4 and by the

TPs of f5 and f6 respectively experience the same maximum contention, which is equal

to 3dmax. Therefore, given that the maximum contention experienced by f1 is decreased

by a value equal to two link degrees and the maximum contention experienced by f3 is

not varied, cNTC(a
opt
Lin) is higher than cNTC(a

opt
NTC) by at most 2dmax.
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In the general case, i.e., when the maximum contention experienced by two or more

flows are not minimized by aopt
Lin, the TP-configuration for each of these flows corresponds

to one of the three possible TP-configurations. The maximum possible difference

between cNTC(a
opt
Lin) and cNTC(a

opt
NTC) is achieved when TP-configurations 1 or 2 single-flow

are repeated as many times as possible. The reason is that these configurations are

the ones that use the less number of flows. Therefore, they are the ones that can be

replicated the highest number of times. For each replication, the cNTC(a
opt
Lin) − cNTC(a

opt
NTC)

value is increased by dmax. This is shown in Figure G-3 for TP-configuration 2-single-flow

which is repeated the maximum number of times, i.e., |F|−2
2

times.

Figure G-3. Worst-case scenario
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